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A B S T R A C T

Exploring and manipulating complex virtual objects is challenging
due to the existing limitations of conventional controllers and free-
hand interaction techniques. We present the TanGi toolkit which en-
ables novices to rapidly build physical proxy objects using Composable
Shape Primitives. TanGi also provides Manipulators allowing users to
build objects including movable parts, making them suitable for rich
object exploration and manipulation in VR. With a set of different
use cases and applications from a wide spectrum, we show the ca-
pabilities of the TanGi toolkit, and evaluate its use. In a study with
16 participants, we demonstrate that novices can quickly build phys-
ical proxy objects using the Composable Shape Primitives, and explore
how different levels of object embodiment affect virtual object explo-
ration. In a second study with 12 participants we evaluate TanGi’s
Manipulators, and investigate the effectiveness of embodied interac-
tion. Findings from this study show that TanGi’s proxies outperform
traditional controllers, and were generally favored by participants.
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1
I N T R O D U C T I O N

In this chapter we highlight the motivation behind this thesis, and
articulate our research questions. Next, we outline the four key con-
tributions of this work. Finally, we explain the structure and we show
how the chapters link back to our contributions.

1.1 motivation & research question

Virtual Reality interfaces will fundamentally change how we design
and work with physical objects. VR-based 3D content creation sys-
tems allow rapid prototyping of 3D models by using head worn dis-
plays and employing 6-DOF controllers. These controllers give de- Scope of this thesis

signers a type of embodiment in the virtual space, allowing them to
move, place and rotate the models using 3D controls. Furthermore,
they enable new, intuitive ways to create and engage with 3D objects
compared to completing these tasks with traditional 2D interfaces [2,
3, 29, 30, 46].
Despite the improvements offered by 6-DOF controllers to facilitate
rapid creation, exploration and manipulation of 3D objects, working
with virtual 3D models can still be challenging, because current in-
terfaces are disembodied. For example, a designer creating a new toy
relies on controller-based manipulations to move parts of the virtual Problem that we are

facingtoy around, and this sort of control-display remapping is cumber-
some. The designer cannot feel and easily test out the object through
the controllers, and studying how different parts of the toy will be-
have and react when they are physically manipulated relies on imag-
ination, since controls are not a direct analog for how the toy would
really feel.
In this work, we deepen research into how we can give an embodi-
ment to virtual objects, by giving them tangible form and moveable
parts that match their virtual counterparts. Recent work has high-
lighted that providing a physical proxy for virtual objects can facili-
tate interactions [21, 22, 40, 47, 56]. Our work extends these findings,
enabling embodiments to be created for virtual objects by providing
a toolkit that allows the creation of tangible proxies – rapidly built
physical stand-ins that approximate key elements of both form and
function of a virtual object. Our toolkit, called TanGi, enables users
to create representations that allow proxy object manipulations, such
as bending, stretching, and rotating. The TanGi toolkit provides both
composable shape primitives (to approximate the size and shape of
the virtual objects), and a representative set of manipulators (which

1



2 introduction

allow multi-part objects to move in relation to one another through ro-
tating, stretching and bending operators). Figure 1 illustrates a proxy
object which is assembled using TanGi primitives, and allows for ma-
nipulations.

1.2 thesis objectives

First, we examined the existing literature to identify the challenges
people face when interacting with virtual objects in an environment.
Following this, we designed, fabricated and implemented the TanGiExecution of the

research project toolkit which allows people to quickly build tangible proxy objects
that match virtual models. TanGi consists of Composable Shape Primi-
tives and Manipulators. The Composable Shape Primitives can be com-
bined to rapidly build a variety of objects. The Manipulators allow
users to include rotatable, translatable, stretchable and bendable parts
in the tangible proxies enabling functional objects that closer match to
the virtual counterparts. Through showing different use cases and ap-
plications, we demonstrate TanGi’s capabilities and expressive power.

Next, we evaluated how object embodiments created with TanGi
can affect interactions. To this end, we conducted two lab studies that
explored embodied object exploration and manipulation. Our analy-
sis of the first study showed that for reorientation and finding tasks,
embodied proxies offered quicker completion times and physical op-
erations that aligned more closely to people’s expectations. The sec-
ond study showed that participants could use the proxies to more
quickly and accurately complete matching tasks required manipulat-
ing different parts of a proxy. Finally, we discuss findings from our
studies, and provide implications for future work.

This work makes four major contributions:

1. A synthesis of past work on tangible proxies in virtual reality
as it relates to embodied interaction.

2. The conceptual design of TanGi, a toolkit that enables embodied
object exploration and manipulation in VR.Contributions of this

thesis
3. Two user studies showing that physically embodied virtual ob-

jects enable richer exploration and manipulation of virtual ob-
jects in VR.

4. Different use cases and applications showing the capabilities
and expressive power of the TanGi toolkit.
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1.3 overview

This work is divided into ten chapters which are structured as fol-
lowed:

Chapter 2 directly addresses contribution (1) providing a view into
the related work on tangible interfaces, haptics in virtual reality, toolkit
research as well as rapid fabrication. Here, we position our work in
the literature, and we articulate the existing problems which have not
been addressed in previous work.

Chapter 3 directly addresses contribution (2). Based on the previ-
ous chapter, we explain the design of the TanGi toolkit consisting of
Composable Shape Primitives and Manipulators.

Chapter 4 outlines the design and fabrication of the Composable
Shape Primitives. This chapter further provides information about our
prototyping phase and the implementation required to use TanGi
proxies in virtual reality.

Chapter 5 addresses the first part of contribution (3). We conducted
a user study to understand how embodied exploration using TanGi
affects user interaction. We outline the design of the study, provide
background information of participants as well as data analysis/col-
lection. Finally, we also elucidate the findings from the study.

Chapter 6 shows the design, fabrication and implementation of the
Manipulators. This chapter also provides information about prototyp-
ing and circuit design of the Manipulators.

Chapter 7 addresses the second part of contribution (3). We con-
ducted a second user study to understand how embodied manipula-
tion using TanGi’s Manipulators affects user interaction. We describe
the design of the study, provide background information and we also
show the findings from this study.

Chapter 8 addresses contribution (4). Here, we present different
use cases and applications to demonstrate TanGi’s capabilities, and
evaluate its use.

Chapter 9 discusses TanGi for embodied object exploration and
manipulation and we show implications for future systems. Further-
more, we outline how TanGi’s design and functionality can be im-
proved.

Chapter 10 summarizes the thesis.





2
R E L AT E D W O R K

The HCI community uses the term “embodiment” in a number of
ways. In this paper, we refer to embodiment in two ways: first, the
proxy object gives physical embodiment to the virtual object; second,
how people interact with the virtual object thus becomes embodied
since interactions with the object are more direct—manipulations on
the physical object are mirrored in the virtual world. Therefore, we
situate our work within the context of tangible and embodied inter-
action research, where research has long focused on the cognitive
benefits of using tangibles to interact with computation.

2.1 tangible interfaces & embodied interaction

Both free-hand and tangible interfaces for manipulating VR objects
have seen considerable popularity in the research literature [29]. Ishii
et al.’s conception of tangible interfaces [26] underscored the basic
premise of embodied interaction [13]: interfaces that allow people
to interact cognitively and physically with information to more flu-
idly understand the information being manipulated. This concept is Why tangible

interfaces?echoed by early childhood education psychologists, who promote the
use of tangible objects to learn abstract concepts (e.g. math, geometry,
etc.), since the theory is that the learning is double encoded through
both thought and physical operations [41]. We have seen, for instance,
that tangible interfaces promote natural interaction [45], are faster
and more intuitive to use [8], because they benefit from human’s spa-
tial memory [12].

Considerable research in the VR and AR space has also explored
the how we might use tangibles objects as physical proxies for what
would otherwise be strictly virtual objects [4, 18, 21, 55]. For instance,
Hettiarachchi et al. [21] show how an AR system can automatically
identify nearby real-world objects that offer the best physical approx-
imation of a virtual object, to be used as a proxy object. They overlay Using real-world

objects as proxiesthe virtual model onto the physical object providing the best haptic
sensation possible, given the available real-world objects. The down-
side of this approach is that multiple objects with various features
need to be nearby, and real-world objects may only roughly match
the shape of the virtual counterpart. Simeone et al. [47] investigate
the effect of this mismatch between physical proxy and virtual model
in their work on substitutional reality. They found that greater mis- Limitations of

real-world objectsmatches generally hinder the interaction, and particularly pointed

5



6 related work

out that mismatches are most significant for tactile feedback, tem-
perature and weight differences. Addressing tactile feedback, Cheng
and his colleges [9] used a general passive prop and haptic illusion.
They redirect the user’s hand to match a virtual objects with a loca-
tion at the physical prop. Hence, it results in haptic feedback when
touching the virtual model. Although, this works well for simple one-
finger touching an object, but this may not be possible for complex
shapes. On the other hand, Muender et al. [40] recently presented re-
sults from their study on how different levels of proxy fidelity affect
immersion, performance, and intuitive interaction. They compared
equal disc-shaped, Lego-built, and 3D-printed tangibles. The results
show that higher fidelity leads to better results across all three mea-
surements. However, they also pointed out that Lego offered a good
trade-off given its rapid fabrication speed with respect to its overall
performance.

When using free-hand interaction techniques users often perform
a grasping gesture to select virtual objects in space [48], and hence
can translate and rotate them using their bare hand. However, it is
challenging to precisely select and move virtual objects to the desired
position and orientation [38]. Therefore, Song et al. [50] proposed the
Handle Bar metaphor. Here, users make use of both hands, grasp-Different free-hand

interaction
techniques

ing a virtual handle bar at the opposite ends. The handle bar goes
through the virtual object, and thus represents the rotation axis of
the object. A downside of their approach is that users always need
both hands to manipulate a virtual object. In contrast, Mendes et al.
[38] allowed users to customize the rotation axis by using a single
controller or their hand. They separated the degrees of freedom intro-
ducing different modes. For instance, grabbing inside the object en-
abled 3DoF translation, whereas grabbing outside entered the 3DoF
rotation mode. The different approaches for virtual object manipula-
tion can be classified into one- and two-handed techniques, which
both have treads-offs with respect to the task [14].

2.2 haptics in vr

“Physicalizing” the VR experience has long been a central premise
of haptics research, where the goal has been to make virtual objects
touchable by applying forces, vibration or motions to the user. Provid-
ing haptic sensation for virtual models frequently requires unwieldy
or bulky hardware . Various devices create different haptic sensationsDifferent kinds of

haptic devices including rendering the shape of physical objects [7, 36, 37], provid-
ing force-feedback [20], or dynamic weight-shifting [54]. Some hap-
tic devices overcome this with wearables that simulate weight and
grasping [10] using electrical muscle stimulation [33, 34]. Robots can
provide physical props for a virtual environment [52], and drones
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have been used to provide haptic feedback when interacting with vir-
tual models [1, 25]. Similarly, shape-changing interfaces are promis-
ing, but can be bulky [16]. Haptic feedback has also been shown to
improve immersion in virtual reality-based navigation tasks, since the
navigation becomes an embodied task [27].

TanGi builds on the idea of embodiments by providing real-world
physical proxies for manipulating virtual models, and extends this
idea beyond composable primitives (e.g., Muender et al. [40] use Lego
blocks) by adding manipulators that allow the proxies to be multi-
part objects that move in relation to one another.

2.3 toolkit research & rapid fabrication

Tangible proxies have been demonstrated to be powerful way to inter-
act with virtual [22, 40, 45, 56]. Contrary, having a physical proxy ob-
jects around that perfectly match virtual objects is likely not possible.
Therefore, different approaches have been explored allowing users
to quickly design and build tangible proxies. 3D printing opened-up
many possibilities, however it is time consuming to fully print objects.
Mueller et al. [39] proposed faBrickation to significantly reduce the Different approaches

to create tangible
proxy objects

time needed to fabricate a physical object. Their approach utilizes a
combination of 3D printing and Lego bricks to build functional ob-
jects over two times faster than traditional 3D printing. To further
improve the fabrication speed, re-usability, flexibility and modularity
toolkits have been proposed. For instance, the HapTwist [56] toolkit
features a Rubik’s Twist which consists of unified parts connected
via twistable joints. It offers great robustness; however, it does not al-
low to replicate moveable object parts. Real-world objects have a vast
complexity i.e. rotatable, bendable, stretchable and translatable parts.
Toolkits ought to minimize these difference [31, 47] allowing users
to build richer tangible proxy objects. Recently, the VirtualBricks [5]
toolkit has been presented enabling users to integrate e.g. translat-
able and rotatable parts into proxy objects. They presented a variety
of applications demonstrating the capabilities of objects with move-
able parts, but did not evaluate it through user studies.

Our toolkit share similarities with HapTwist [56] and VirtualBricks
[5], but extends the idea of manipulable parts by introducing two
new types of manipulations (i.e., variable linear stretching and uni- What do we

contribute?directional bending) and various composable shape primitives. Fur-
ther, we provide a first evaluation providing clear results that proxies
better support exploration and manipulation interactions, when com-
pared to conventional controllers.





3
D E S I G N A N D C O N C E P T O F T H E TA N G I T O O L K I T

Similar to earlier work, we are motivated by the need of providing de-
signers with the ability to rapidly prototype physical proxies that can
enable embodied exploration and manipulation. Our approach relies
on Composable Shape Primitives, which allow rough tangible proxies
to be constructed quickly, and Manipulators, which allow multi-part Why another

toolkit?objects to be composed with moving parts. Together, these enable
embodied exploration by matching the tangible proxy to the virtual
object, and embodied manipulation by allowing the tangible proxy
to control the virtual object. In our vision TanGi is extendable. Thus,
designers can create customized shape primitives which meet their
own requirements, and subsequently they can re-use them.

The TanGi toolkit philosophy was driven by three philosophical
goals. First, the toolkit should enable rapid iterative prototyping with
very quick turnaround (<5 mins). Second, the proxies made with TanGi’s design goals

the toolkit should enable exploration of corresponding virtual objects.
Third, the proxies should allow people to manipulate the virtual ob-
jects.

3.1 composable shape primitives

Whereas others try to solve the exploration problem by either repur-
posing real-world objects [21], 3D printing techniques [39] or through
robot assemblies [19, 52, 55] our approach relies on Composable Shape
Primitives, which allow people to create proxies that approximate the
virtual object.

In the first version of this toolkit we provide four primitive shapes
at three different sizes: cubes, triangles, half-spheres and sticks (see

Figure 1: TanGi’s design space: Composable Shape Primitives and Manipu-
lators. A user interacts with an assembled TanGi proxy consisting
of Composable Shape Primitives and a bending Manipulator.

9



10 design and concept of the tangi toolkit

Figure 2: TanGi’s Composable Shape Primitives (left) and 50mm base cubes
showing ablated areas and Velcro tape pattern (right).

Figure 2 left). We decided on these primitive shapes after a formative
prototyping phase with foam board. These shapes can be composed
into larger composite objects using heavy-duty Velcro tape with a spe-
cific pattern (see Figure 2 right). As illustrated in Figure 2, the prim-
itives allow us to replicate a variety of basketball-sized objects. OurDesign of the

Composable Shape
Primitives

implementation relies on 3D printing to fabricate the shapes, and a
specific Velcro-pattern (see Figure 2 right) on the cubes that provide a
stable base atop which additional shapes can be applied. These prox-
ies can thus be composed of reusable primitives that can be built up
and taken apart to represent various virtual objects as necessary. This
approach is similar to the often-used LEGO blocks [5, 40]. Going be-
yond using traditional brick structures, TanGi can provide a richer
set of shapes primitives and can be easily extended with by adding
new 3D-printed primitives when necessary. When combined with a
3D tracker (in our current version, a Vive Tacker) objects composed
with TanGi can function as a tangible proxy that can be used to con-
trol the movement and orientation of a corresponding virtual object.
This allows people to engage in embodied exploration, moving, feel-
ing, reorienting and grabbing approximation of different parts of the
virtual object.

3.2 manipulators

Physical objects have vast complexity such as rotating parts, can be
stretched, folded, deformed, bended etc. TanGi provides a represen-
tative set of Manipulators that allow multi-part objects to move in
relation to one another, in an effort to minimized the difference be-Why do we need the

Manipulators? tween physical proxies and their virtual counterparts (as suggested
by [47]). While the entire range of manipulations that are possible
with a physical/virtual object is beyond the scope of this work, we
developed TanGi with the goal of incorporating a larger set of rep-
resentatives of manipulations than has been done in previous work.
TanGi Manipulators replace the previously described Velcro connec-
tors between shape primitives with new manipulable blocks. Manip-
ulators allow for a movement relationship (i.e. rotation, translation,
stretching, bending) between shape primitive to be tracked. These



3.2 manipulators 11

Figure 3: TanGi’s Manipulators: Enable rich object manipulations such as
rotations (left), translations and stretching (middle) as well as
bending (right).

movements can then mapped to the virtual object, allowing parts of
the virtual object to be controlled (see Figure 3).

In this first version of the toolkit, we focused on four movement
primitives, which we describe below. We expand on variable linear
stretching and unidirectional bending, since these are new contribu-
tions of our work.

Single-axis rotation
Enables objects to have rotational parts (e.g. bottle lid) through using
a rotary potentiometer (see Figure 3 left).

Linear translation
Parts of an object can be moved back and forth in one direction (e.g.
linear sliders). This manipulator utilizes a linear potentiometer (see
Figure 3 middle without stretching pattern on top).

Variable linear stretching
Extends linear translation by providing a better sense of how much
parts of the object can be translated in order to communicate min/-
max states. As a result of the increasing amount of force needed to
stretch the object (e.g. to cock a crossbow). It uses the same hardware
as the linear translation manipulator; however, it uses a variable 3D
printed stretchable material on top, which provides force-feedback.
Following TanGi’s modular approach the stretching patterns can be
replaced. Thus, users can choose between less stretchable (more force
required) or more stretchable (less force required) pattern to create
different haptic sensations (see Figure 3 middle).

Unidirectional bending
Enables objects that have bendable parts, such as a fishing rod. It
also naturally communicates min/max states. To achieve this, we use
an Adafruit1 bend sensor between two distant cubes. Similar to the
stretching pattern we utilize a bending pattern between the cubes. De-
pending on the 3D printed pattern users can create a less/ more bend-
able object. In the default position the bend manipulator is straight

1 https://www.adafruit.com/



12 design and concept of the tangi toolkit

(see Figure 3 right).

In the next chapter, we discuss the development and fabrication
process of the TanGi’s Composable Shape Primitives.



4
TA N G I ’ S C O M P O S A B L E S H A P E P R I M I T I V E S

This chapter covers the background behind TanGi’s Composable Shape
Primitives. It also briefly reports on our prototyping phase providing
insights into the development of TanGi. Next, we report on how we
fabricated the Composable Shape Primitives. Furthermore, we out-
line the required steps for re-implementing the virtual reality proto-
type. Finally, we summarize design, fabrication, and implementation
of TanGi’s Composable Shape Primitives.

4.1 prototyping

Here, we briefly describe our prototyping phase as well as how we
developed the toolkit shapes.

To determine a initial set of shape primitives which is suitable for
re-constructing a variety of different hand-held objects, we started a
prototyping phase. Here, we made use of foam board allowing us
to quickly prototype and evaluate different shapes. We also included
our lab fellows in this process in order to receive early feedback. With
their help we quickly generated many ideas, and after a first selection
we built the initial prototypes. Figure 4 shows the foam board proto-
types that we created.

The essential ideas of toolkits are modularity and re-usability. How-
ever, this requires a way to dis-/assemble objects multiple times. Our
first approach to tackle this problem was to utilize magnets. We exper-
imented with magnets in different sizes, shapes and magnitudes. Nei- Why no magnets?

ther embedding them into the primitive shapes nor attaching them on
the surface elicited the desired outcome. In fact, they make the object
heavier, and moreover limit the user due to the magnetic north and

Figure 4: Foam board prototypes.

13



14 tangi’s composable shape primitives

south pole. Thus, they can only be used contrarily. Further findings
from this phase are: (1) Shapes with strong embedded magnets are
challenging to assemble, (2) they may interfere with hardware com-
ponents, and (3) the primitives can not be placed in close proximity,
because they attract each other.

In the next iteration we decided to use heavy-duty Velcro tape. To
allow more freedom in connecting the primitive shapes we arranged
the Velcro tape in a specific pattern allowing users to connect multi-
ple cubes as they wish. Additional strips of the counterpart are placed
alongside the main lane (see Figure 2 right) in order to stabilize con-
nected parts.

4.2 fabrication

After the prototyping phase with foam board we designed a basic
set of primitive shapes in Rhino3D1 (Version 6 SR14). Rhino3D is a
commercial 3D computer-aided design (CAD) and computer graphics
software which is widely used to design and create 3D models. The
models were exported as stereolithography (.stl) files, and eventually
printed on a fused deposition modeling (FDM) 3D printer using the
Cura 4.0.0 software with an Ultimaker 2+ as well as an Ultimaker 3.
We used black 2.85 millimetre (mm) diameter Polylactic Acid (PLA)How to 3D print the

shape primitives filament with a 0.4 mm nozzle and the default 0.1 mm layer height
profile on both printers. Using gradual infill results in light-weight
objects, increases printing speed and uses less material. Neither adhe-
sion nor support material was used to fabricate the objects. As visible
in Figure 2 right the design offers ablated areas of 1 mm to accommo-
date heavy-duty Velcro tape. To attach the Velcro tape to the primitive
shapes we simply used super glue. All four primitive shapes were fab-
ricated in three different sizes e.g. the cube in 50 mm, 40 mm and 30
mm. For example, the biggest 50 mm cube required 31.5 cm of Velcro
tape, it took 5 hours and 24 minutes to print, required 3.48 meters of
filament and weights 27 grams according to the 3D printer we used.
Overall, we fabricated 56 objects.

All created Rhino3D files for this toolkit are open-source and can
be downloaded from our GitHub repository2.

4.3 implementation

In this section we provide a detailed look into the implementation
of our virtual reality prototype. First, we give a general overview of
the tracking system and its architecture. Subsequently, we elucidate
and discuss the implementation of the testbed which we used in both

1 https://www.rhino3d.com/
2 https://github.com/MartinFk/TanGi



4.3 implementation 15

studies. We show the study execution program and its functionality,
as well as the internal data logging which also offers a data export.

System Overview
We designed and implemented the prototype in Unity3D3 (version
2018.3.11f1) using an HTC Vive4 virtual reality system (model 2PR8100)
with SteamVR5 (version 1.5.15) and the OpenVR SDK6 (version 1.4.18).
For the hand tracking we used a Leap Motion sensor7 (Orion SDK
version 2.3.1) attached to the HTC Vive with the help of a 3D printed
mount (see Figure 5). The system was running on a Dell Notebook
with an Intel Core i7 – 7700 HQ CPU, 16 GB of RAM and an NVI-
DIDA GeForce GTX 1060. We used a standard Vive tracker (model Hardware platform

we used2PYV200) attached to the toolkit object in order to track its position
and orientation in three dimensional space. The HTC Vive tracking
system does not allow to pair more than two controllers with the
headset. To overcome this limitation we used two USB Dongles en-
abling us to pair and subsequently track two conventional controllers
as well as two additional objects simultaneously. Following HTC’s
website, we placed the Vive tracking cameras so that they faced each
other in order to ensure optimal and robust tracking results.

We used the default virtual reality environment in Unity3D and C#
scripting to program GameObject’s behaviour. A Unity scene is com-
posed of gameobjects which again can include multiple gameobjects
or different components such as scripts. Here, we explain the required
steps to set up a virtual reality scene using HTC Vive, and Leap Mo-
tion for hand tracking. To do so, import the Leap Motion Unity Core
Assets (v. 4.4.0) and the SteamVR asset package into the project. Place
the [SteamVR], [CameraRig], and [Leap Rig] Prefabs in the world ori-
gin. Note: Prefabs are templates which represent gameobjects with
all their components and property values8. For instance, the [Camer-
aRig] provides all the basic scripts for tracking the headset as well
as the Vive controller. To allow users to interact with virtual objects
we have to modify the [LeapRig] Prefab. First of all, this requires the How to set up the

virtual reality
system

Leap Motion Interaction Engine (v. 1.2.0) asset which can be down-
loaded from the Leap Motion website9. Next, create an Interaction-
Manager gameobject and attach the InteractionManager script to it.
Furthermore, it must derive from the [LeapRig] Prefab. The Manager
implements the InteractionHand (Left) and InteractionHand (Right)
Prefabs. Virtual objects must include a Rigidbody component, imple-
ment the InteractionBehaviour script and derive from the [LeapRig]

3 https://unity.com/
4 https://www.vive.com/uk/
5 https://store.steampowered.com/steamvr
6 https://github.com/ValveSoftware/openvr
7 https://www.leapmotion.com/
8 https://docs.unity3d.com/Manual/Prefabs.html
9 https://developer.leapmotion.com/releases/interaction-engine-120
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Prefab. Thus, users can interact with virtual models enabling them
to throw, catch, rotate and translate these virtual models using their
bare hands.

Study modification
In our first study, described in Chapter 5, participants were required
to translate and orient a 3D object so that it matches the position and
orientation of a second object. They used four different interaction
techniques to do that; a Free-hand interaction technique, a Vive con-
troller to manipulate the virtual object and two physical objects that
we tracked. In order to ensure equal conditions across the different
interaction techniques we modified our system. Following, we use aRequired

modifications for our
user study

concrete example case to illustrate how Free-hand and Vive controller
virtual object interaction work. Furthermore, we explain how we track
real-world objects in space, and map them to their virtual counterpart.
Let us assume that we only want to interact with a simple base cube
(50x50 mm) in virtual reality using a Free-hand interaction technique,
a Vive controller and a tracked real-world object. However, the steps
described below work for any arbitrary virtual 3D model (e.g. .stl or
.obj model).

Free-hand
When interacting with virtual models they aim to behave similar to
real-world objects. This means that people can drop them, for exam-
ple. This often happens by unintentionally touching them. To avoid
this we restricted possible object interactions. For instance, people
could only manipulate the object when grasping it. Since the study
task only required 6DoF (degrees of freedom) manipulations, colli-
sions with other objects were disabled. Moreover, we used zero grav-
ity and hence people could neither accidentally drop the object nor
throw it away (due to applying force).

Controller and real-world objects
From an implementation perspective both conditions work similarly.
By creating a new gameobject, placing it in the world origin and at-
taching the SteamVRTrackedObject script, the gameobject receives co-
ordinate updates from paired Vive controller or Vive tracker. The 3D
model derives from this gameobject and thus also receives updates.

Study testbed
Here, we describe the testbed we implemented in order to execute
both studies. It also performs the data tracking and automatically ex-
ports it as a .csv file for further analysis. Once the testbed is started theStudy testbed utility

program executes the study and runs through the conditions succes-
sively. The testbed expects an input file (.txt) providing all necessary
information for executing the study such as condition order, num-
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ber of participants, number of tasks etc. Based on this information it
enables the relevant gameobjects and components using Unity’s tag
referencing system. All other components are disabled until they are
needed.

Taking part in a study can be overwhelming for several reasons.
Some people might have never used virtual reality before or it is the
first time that they participate in an experiment in general. There-
fore, the testbed offers a practise mode, where participants can fa-
miliarize themselves with the study task and virtual reality. Further-
more, it provides visual cues guiding people through the study. The
messages and pictures were also dis-/enabled when necessary using
Unity’s tag system. To display a dwell timer (progress bar) as well Displaying

instructionsas study instructions we used different canvases. They derive from
the Camera (head) gameobject in the [CameraRig] prefab. Displaying
text messages can easily be achieved by utilizing a rectangular trans-
form and adding a Text component to it. To show a progress bar we
attached an Image component, and thus the virtual reality system can
display a non-interactive image to the user. The image was a white
circle on a transparent background. By default, the Image component
offers various settings that can be used to manipulate the an image.
The configurations for creating a clockwise progress bar, as visible in
Figure 7 are the following. Image type needs to be set to filled, fill
method to radial 360, fill origin to bottom and we set colour to yellow.
The fill amount can be manually set to a fixed value, however our
progress bar was dynamically and therefore an additional script was
used to adjust the fill amount with respect to the remaining time. Es-
sentially, it is a timer which maps a time interval (two seconds) to the
progress bar. Once, the user matches the object position or pointed
at the right location the script triggers the progress bar. Leaving the
threshold led to resetting the timer, and hence also reset the progress
bar.

Next, we explain the CheckAlignment() method which determines
object matching. This method is called once every frame and checks
whether the user’s object matches the goal object in position and ori-
entation within a threshold. As a result, the ObjectsMatch() method Detect object

matchingis called which starts a timer (including progress bar and changing
object colour). The participant is required to hold the object for two
seconds, after that the ObjectsMatch() method processes the tracked
data. Hence, the task is finished, and the main program continues
with the next task. The testbed offers data tracking methods for vari-
ous parameters, including a function to export tracked data as a .csv
file for further analysis. To do so, we used the CsvHelper .NET library
[11] which is an open-source project allowing users to read and write
in csv files. It offers great flexibility and is easy to use. By implement-
ing a mapper class, the data structure and the headers for the .csv file
can be determined.
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4.4 summary

In this chapter, we described the prototyping phase of TanGi’s Com-
posable Shape Primitives. We reported on our lessons learned, and
provided all necessary details to fabricate the shape primitives. Fur-
ther, we described our tracking and virtual environment setup using
HTC Vive, enabling users to use their own assembled tangible objects
in virtual reality. In the next chapter we evaluate TanGi’s Composable
Shape Primitives. Therefore, we described the study testbed as well
as the study modifications in the last section.



5
S T U D Y 1 - E M B O D I E D O B J E C T E X P L O R AT I O N

This chapter elaborates on the first lab study. We conducted this study
to understand how embodied exploration using TanGi affects user
interaction. Here, we describe the design of the study, provide back-
ground information about participants as well as we explain our data
analysis and collection process. Finally, we report findings from this
study.

5.1 design study 1

Our first study explores how different control types, demonstrating
a range of different levels of embodiedness, affect virtual object ex-
ploration. Our examples (described above) demonstrate that TanGi
does allow building a wide range of proxies for virtual objects, but
we wanted to understand the impact of proxies on basic interactions
with virtual object (such as reorienting them to get a different view,
or interacting with them through natural gestures). To do this, we Why did we design

the study?conducted a controlled lab study where participants re-oriented a vir-
tual object to a pre-specified target orientation and pointed at a target
on the virtual object (to represent a simple interaction). Participants
compared four different control mechanisms, each with a progressing
level of embodiment: (1) Free-hand control that approximates natural
gesture-based control using a Leap Motion; (2) 6 DoF-controller using
a Vive controller; (3) TanGi proxy, which functions as an approxima-
tion of the virtual object; and, (4) a high-fidelity 3D print that acts as
an exact replica of the virtual object.

Participants
We recruited 16 participants (seven reported as females; eight re-
ported as males; one preferred not to answer), aged 20-38 (avg: 25.75;
sd: 4.5) from the general public and the local university. Participants
had a range of different educational and professional backgrounds in-
cluding engineering, computer science, psychology, chemistry, robotics,
music composition, law and modern languages. Participants were Participant

informationgiven a small 3D printed model and a sweet as a token for their par-
ticipation. The experiment took about 45 minutes. Two participants
had never used VR before, twelve had used it a few times (one to
five times a year), one person used it often (6 - 10 times a year), and
one other person on a regular basis (more than 10 times a year). The
study has been approved by the University College London’s Ethics
Committee.

19



20 study 1 - embodied object exploration

Figure 5: Study space: Showing the tools we used in our study. (A) show
the HTC Vive with a 3D printed mount hosting the leap motion
devices.

Procedure
Our study used a within-subjects design, allowing participants to ex-
plore and compare the different control types. A Latin-square design
was used in order to counterbalance the four condition. The study
was conducted in a quiet room to avoid distraction and ensuring the
same testing conditions for all participants (see Figure 5).

After a study introduction and informed consent, participants per-
formed a practice round in VR, giving them an opportunity to fa-
miliarize themselves with VR, the study task and the system. When
participants felt comfortable, the study began. In the first part of the
study, participants were asked to reconstruct the Stanford bunny1 us-
ing the shape primitives available in TanGi. As a reference, a physical
3D printed version of the bunny was provided.

After completing the first part of the study, participants were pro-
vided a demographic questionnaire regarding their prior experience
and background. Next, they performed a test, to collect data regard-
ing their mental rotation abilities. Finally, they executed the matching
task using four different techniques, followed by a final questionnaire
as well as a semi-structured interview to better understand their ex-
perience.

1 http://graphics.stanford.edu/data/3Dscanrep/
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Figure 6: Study 1 object (left to right): Modified virtual 3D bunny with
Vive tracker as a grown, 3D printed bunny with screw on top for
hosting a Vive tracker, and final result showing 3D printed bunny
with actual Vive tracker as used in study 1.

Task Design
We chose the 3D printed Stanford bunny for our study, because (1) it
has a distinct unique shape, and (2) it has many details such as ears,
tail, nose, etc. Following we describe the two study parts.

Part 1: The first part of the study aimed to evaluate the capabilities of
our toolkit to approximate and relatively detailed object, and to help
us to understand how novices’, with no previous experience in this
type of proxy creation, approach such tasks. We asked participant
to assemble the bunny using our toolkit. There were no constraints Participants

assembled an object
using TanGi

given except that the cube with the tracker was required to be the
head of the bunny, and therefore was 3D printed with a ¼ inch screw
on top. We only offered two different primitive shapes (cubes and
half-sphere), each in three different sizes. In our pilot study, we found
these shapes were surprisingly sufficient for creating an approxima-
tion of the bunny, and put a reasonable cap on the task complexity.

Part 2: The task in part 2 models a common operation in a VR world:
reorienting an object to locate a particular view and to interact with
the object. Our experimental system generates pseudo-random loca-
tions on the bunny (red spheres) that indicated where participant
needed to find and interact with (through pointing). Subjects were Object matching

taskrequired to alternate between position matching and pointing inter-
actions, and hold a particular position or pointing position for two
seconds to complete the task. Figure 7 provides an illustration of the

Figure 7: Study 1 task: Object-matching task. The blue bunny (left) is re-
quired to match the red’s orientation and position. Yellow progress
bar and green object color indicate matching. Next, participants
point at locations - red sphere on the object.
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Figure 8: Study 1 conditions: Increasing levels of proxy embodiment in
study 1.

task. Each participant completed ten different orientations and ten
pointing locations per condition. For this part of the study we used
the testbed described in Section 4.3.

Apparatus
Participants were required to match ten different locations which
were hardcoded to ensure that they are always reachable for sitting
participants. The required end-locations covered a space of 100x30x25
cm (WxLxD) in front of the participant. The pointing locations were
randomly selected from a set of five (nose, body, tail, paw and ear of
the bunny). We used two standard Vive trackers (2PYV200) for the
3D printed bunny as well as the assembly. To provide support during
the task, we displayed a dwell time indicator (during the two-second
hold required to complete the task) using a yellow progress bar (see
Figure 7 middle). After pilot testing, we chose a rotation threshold
of 30 degrees across all three axes, and an overall threshold of 6cm
for positioning. Once a participant entered that threshold, the goal
bunny turned green and the progress bar started (see Figure 7).

Fabrication
For the study we fabricated one special cube which hosted the VIVE
tracker, and therefore was 3D printed with a ¼ inch screw on top.
We downloaded the .stl models for the screw and the low-poly Stan-
ford bunny from Thingiverse2, and modified them for our experiment.
Thus, we could place the VIVE tracker on the bunny’s head. Zhu et
al. [56] found that not visualizing the VIVE tracker in virtual reality
confused users and slowed them down. Therefore, we also created a
CAD model including the VIVE tracker on the bunny’s head to ad-
dress their findings. Finally, all components were printed on an FDM
3D printer Ultimaker3 2+ and Ultimaker 3 using black and blue PLA.

Data Collection
We collected data from seven sources: a pre-study questionnaire for
demographic information; a mental-rotation test using PsyToolkit [51];

2 https://www.thingiverse.com/
3 https://ultimaker.com/
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Figure 9: Sample proxies study 1: Participant 1 built bunny proxy including
many details (left), whereas P9 built a bunny that matches shape/-
size (right).

video of the participant as they completed phase 1 and phase 2 of
the experiment; internal logging (e.g. task completion times, accuracy,
travelled position/orientation, head movement, head gaze etc. ), field
notes and observations; a post-study questionnaire and a short semi-
structured interview to better understand participants’ experiences in
the different conditions.

Analysis
We conducted a statistical analysis (collected 7400 data points) fol-
lowing Scott MacKenzie’s [35], and related this to the results from
our thematic analysis where we identified recurring themes in par-
ticipant behaviour as they engaged with the system. In addition, we
conducted a modified interaction analysis (Jordan & Henderson [28]),
where we looked at unusual incidents to provide further insights into
how people used the different techniques. The statistical analysis was
done using GoStats [35] and RStudio4.

Pilot study
We ran a pilot study with four participants to clarify the instructions
and to ensure that our method is viable [42].

5.2 results & findings study 1

Here, we show the findings from our two-part experiment. We start
with part one where participants were asked to build a rough approx-
imation of the bunny using our toolkit.

Part 1: Building the proxy object.
All participants successfully assembled a bunny using our toolkit.
Two participants reported that it was “. . . tricky to match the Velcro All participants

successfully built
proxy objects

tape” (P11), and suggested that “. . . different colors might help” (P11).
However, generally subjects reported that it was easy to build the

4 https://www.rstudio.com/
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object; (median: 6.0; sd: 1.15) on a 7-point Likert-type scale to the
question: “It was easy to assemble the object” (1-strongly disagree; 7-
strongly agree). On average it took participants 2:47 min. (sd: 44 sec.)
to complete their assembly. Participants built 16 different unique bun-
nies; Figure 26 showing all 16 bunnies can be found in the appendix.
Four participants pointed out that they would have liked additional
shapes such as triangles (P2, P7, P11, P16); the rating on; “All necessary
shapes were provided for building the object” was (median: 5.5; sd: 1.93).
Generally, participants told us that they were satisfied with the result
(median: 6.0; sd: 1.59). The instructions were always the same and the
practice round provided participants with the context of why and for
what purpose they needed to build the bunny. This also aligns with
the interview data where we asked participants why they decided to
build their proxy in that way. P7 responded: “I just tried to roughly
match the size” whereas P16 stated: “The bunny needs ears!” showing
they wanted to re-create this detail. The bunny broke towards the
end of the second part of the study for two participants: “My object
was severely hampered by its head falling off” (P10). Other participants
also reported issues regarding the robustness of the bunny while ma-
nipulating it. This was mentioned in particular when more detailed
features were included in the model (.e.g., a ear, nose or tail). But de-
spite these concerns, having only two instances of a proxy breaking,
did not prevent participants from completing the task. We discuss al-
ternative construction techniques in the discussion section that would
address some of the robustness issues, but in general the possibility
of breaking a proxy object is a block-like construction kit (including
Lego-based toolkits).

Part 2: Orienting and Interacting.
Participant used their own object that they built in Part 1 as the TanGi
condition, for the second part of the study, and all participants com-
pleted the second part of the experiment. Our analysis of the mental
rotation test did not show any outliers. First, we report on the generalFindings from the

matching task results before we dive into the different conditions. Overall, subjects
found the different conditions “easy to learn”: 3Dprint (7.0), Controller
(6.0), TanGi (6.0), Free-hand (6.0); and, ”easy to use” 3Dprint (7.0),
Controller (6.5), TanGi (5.5), Free-hand (5.5) (median scores). Gener-
ally, the 3D printed bunny was the fastest in terms of task completion
time. Means for the four conditions were: 3D print (mean: 3.9 sec.; sd:
1.2 sec.), Controller (mean: 4.2 sec.; sd: 1.4 sec.), TanGi (mean: 5.8 sec.;
sd: 1.7 sec.), and Free-hand (mean: 10.7 sec.; sd: 2.3 sec.).
To further investigate our data, we ran One-Way repeated-measures
ANOVAs. The collected data sets hold the homogeneity assumption,
because they are normally distributed verified through Lilliefors nor-
mality tests. Main effects revealed by the ANOVA were tested for
significance using post-hoc Bonferroni-Dunn tests.
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Figure 10: Post-study questionnaire results on a 7-point Likert-type scale
(1= Strongly disagree; 7=Strongly agree).

We found a main effect on task completion times (F4, 45 = 130.9, p <
.0001). Following this, we found a significant difference between Vir-
tual and the three other conditions as well as between Toolkit and the
3D print at p < 0.05. This is also supported by participants’ ratings to

“I completed the task quickly” (medians: 3Dprint (6.0), Controller (6.0),
Toolkit (5.0), and Free-hand (5.0)).

In terms of accuracy we saw similar results. Average error values
in degrees across the three rotation axes were: 3D print (mean: 12.7
degrees; sd: 3.1 degrees), Controller (mean: 12.0 degrees; sd: 2.5 de-
grees), TanGi (mean: 13.7 degrees; sd: 3.3 degrees), and Free-hand
(mean: 16.4 degrees; sd: 2.6 degrees). Translation error values along
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Figure 11: Task completion times study 1.
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Figure 12: Twists/bends arm to match goal bunny.

x, y, and z in sum were 3D print (mean: 2.8 centimeter (cm); sd: 0.7
cm), Controller (mean: 2.7 cm; sd: 0.5 cm), TanGi (mean: 3.2 cm; sd:
0.8 cm), and Free-hand (mean: 3.5 cm; sd: 0.5 cm). We found a main
effect for the orientation offsets (F3, 45 = 20.279, p < .0001). Post hoc
tests showed a significant difference between Free-hand and the three
other conditions at p < .05. The ANOVA for translation difference in-
dicated a main effect (F3, 45 = 7.865, p < .0005); however, post hoc
showed no significant differences after corrections. Participants’ rat-
ings align with these findings “I could orient the object accurately” (me-
dians: 3Dprint (7.0), Controller (6.5), TanGi (6.0), and Free-hand (5.0)).

Observations
Free-hand.
Without tangible elements it was significantly harder to manipulate
the object. We frequently observed that participants were not aware
of their grasping point. As with real world objects the grasping point
simultaneously represents the rotation axis. Grasping the bunny at
the ear resulted in an unexpected large rotation for participants. Con-
trary, P11 and P16 favored the virtual condition. “This is magical. . . I
am not afraid to drop stuff” (P11) or “I can just arrange it how I want”
(P16).

Controller.
The Controller performed as we expected. It provides an easy tangi-Observations from

the different
conditions

ble way to manipulate virtual objects. Subjects reported that it was
comfortable to hold and allowed them to easily match the goal ori-
entation. We often observed that rather than changing the grasping
position, participants twisted and bended their wrist to rotate the ob-
ject.

TanGi toolkit.
Participants were deliberately slower with the TanGi proxies, as they

were worried the components might not stay together. In spite of this,
participants performed well using their own proxy. Compared to the
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Free-Hand and Controller conditions, it allowed them to “. . . better un-
derstand the size/dimensions of the object” (P1), “. . . because it was closer to
what I am holding” (P10). Participants stated that they used physical
parts of the object as landmarks being able to quickly determine the
object’s orientation: “I used the tail and the ears so that I roughly know
how it is oriented, and it helped me to find the correct pointing location”
(P9). These observations make it clear the proxy functions as an em-
bodied stand-in for the virtual model. This kind of stand-in would be
appropriate, opined P8, particularly for “objects that are challenging to
understand in VR, because of the environment, task, rendering, complexity
etc. [The proxy] would [allow] my hands to better understand it” (P8).
One challenge we observed with TanGi proxies was that mismatches
between the virtual model and the TanGi proxies caused some con-
fusion – it “. . . slows me down, because I need [a mental] model of my
physical object while working with a different virtual representation” (P8).
In some cases, we observed that participants overshot the pointing lo-
cation (i.e. pointed into the model rather than on the surface), because
they expected to receive tactile feedback about the edge of the virtual
model. This would occur, for instance, when parts of the bunny were
not replicated in the proxy (e.g. the ears), and tried to touch the tip of
the ear. These mismatches slowed participants down, consistent with
prior literature [31, 47].

3Dprint.
The 3Dprint performed best across all measurements, and was also
most favored by our participants: “The 3D print was definitely the best”
(P11) or “It feels very natural” (P5). It allowed participants to explore
the object, use landmarks to better understand the object and help
them especially with the pointing: “I can just follow the object” (P13)
or “It allows me to do fine-grain adjustments when I touch it” (P7). How-
ever, four participants told us that they found it challenging to work
with the 3D print, because of its size. Furthermore, two stated that

Figure 13: Points in the air (red circle), because the object is missing ears.
Does not receive tactile feedback.
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Figure 14: Points at the back of the bunny and receives tactile feedback
while touching the physical 3D print due to high embodiment.

they found the weight distribution (center of gravity) confusing. This
problem was created by using the HTC VIVE tracker on the head of
the bunny, and has also been outlined in previous work [54, 56].

Study 1 Summary
This study demonstrates that TanGi allows people to build tangible
proxy objects that can be used for object exploration in VR. TanGi’s
proxies helped participant’s spatial understanding of virtual objects
over the Controller condition, and generally increased their perfor-
mances compared to free hand interactions. Up to this point, we
only investigated how embodied exploration affects user interaction.
Therefore, in our second study, we further investigate the use of the
Manipulators for embodied object manipulation, which bring proxy
objects closer to the rich manipulation possibilities of real-world ob-
jects. In the next chapter, we take a depper look at the Manipulators
and their implementation.
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TA N G I ’ S M A N I P U L AT O R S

This chapter explains the concept and implementation of the Manipu-
lators. First, we outline the underlying design of the Manipulators fol-
lowed by reporting on lessons learned from our prototyping phase.
Next, we show the components inside a Manipulator, and demon-
strate how we fabricated and implemented them. Finally, we summa-
rize the Manipulators.

All .stl models, circuit schematics and the processing code shown
in this chapter are open-source and can be downloaded from our
GitHub repository1.

6.1 prototyping

This section provides further insights into our prototyping phase, and
through which we report on our lessons learned. Since we expanded
on TanGis’ primitive cube design, we only needed a few design iter-
ations modifying the cube’s lid and base, so that they host all nec-
essary hardware components. However, finding a pattern between
cubes which allowed bending and stretching led to another experi-
mental phase with different materials and fabrication methods. To
ensure the reproducibility of our approach we report on our proce-
dure, discuss their trade-offs and finally, present our prototype.

First, we clarify the design requirements for the stretching and
bending patterns as follows:

1. The pattern can be stretched or bent without breaking it, and
returns to its original state when no force is applied.

2. The force required to stretch/bend the pattern remains approx- Design requirements

imately the same, even after multiple repetitions.

3. Only off-the-shelf technology or hardware is needed to fabricate
the pattern.

4. Designer should be able to replicate it with ease.

5. Following the toolkit design principles, modularity must be en-
sured.

6. The pattern enable different levels of stretchability and bend-
ability depending on the use-case, leading to different haptic
sensations.

1 https://github.com/MartinFk/TanGi

29
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Figure 15: (A) The four different Manipulators: (i) unidirectional bend-
ing, (ii) variable linear stretching, (iii) linear translation and, (iv)
single-axis rotation, all augmented with Velcro tape. (B) and (C)
show stretching and bending. (D) shows a rotation Manipulator
connected using a rotary potentiometer. (E) Variable stretching
patterns. (F) All the components inside a stretching Manipulator
including the modular stretching pattern. (G) Charging the bat-
tery; when charging, the LED is red - blue when done.

Ideally, the same method can be used for fabricating both bending
and stretching pattern.

Wood and Laser cutting
In our first approach followed a similar process as Groeger and Steimle’s
[17] in their work on stretchable circuits. They laser cut a specific pat-
tern in a non-flexible material. Due to the cutting pattern the material
is hence stretchable. Hereby, the shape and spacing of the pattern
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influence how stretchable the material becomes. However, they used
very thin plastic sheets which were not suitable for our prototype.
The cubes must stay in place when no force is applied. Driven by Laser cutting as a

first approachthe laser cutting idea we decided to test different cutting patterns us-
ing plywood. The settings we used for cutting 4 mm plywood with
our laser cutter (Universal Laser Systems 60 Watts) were Mode: vector
cutting; Power: 75%; PPI: 250 and Speed 4.8%. For initial testing we
downloaded different patterns from the Instructables website2. Early
testing showed that laser-cut wood is not particularly suited for our
prototype. Generally, it significantly increased the weight of the Ma-
nipulator. Moreover, it lacked robustness - after multiple bending and
stretching cycles it started to loose tension. We were looking for a ma-
terial that could be bent and stretched multiple times while retaining
its original tension. Lastly, laser cutting also required additional hard-
ware and expertise to fabricate the pattern. Therefore, we decided to
move to a different approach describe below.

3D Printing using TPU
In the next iteration, we moved back to FDM 3D printing using a
new material Thermoplastic Polyurethane (TPU). TPU is a flexible and
very durable material that can withstand impact. Furthermore, it is
abrasion, water and chemical resistant. Due to its flexibility it is chal-
lenging to print. We needed multiple iterations to determine the ideal
settings for our FDM Ultimaker 3 printer. Here, we provide the set-
tings and configuration we used to ensure reproducibility. Generally, Final prototype

makes use of 3D
printing with TPU

flexible 3D printing materials are very sensitive to quick movements
such as retraction of filament when moving to the next layer or when
travelling to a different area on the printing bed. These are the well-
known and most common issues when printing TPU. Reducing the
retracting speed to 35 mm/s helped to avoid this. Also, making sure
that the filament can easily run from the spool through the feeder
without much resistance further reduced quick and unexpected move-
ments. Furthermore, the printing speed was reduced to 25 mm/s
while printing layer height was set to 0.1 mm using a 0.4 mm noz-
zle. The printing temperature was set to 220 degrees Celsius, and
zero degrees for the build plate (no adhesion was used). We printed
the bending and stretching patterns with 10% infill density with the
cross 3D infill pattern in order to improve robustness.

The final design patterns shown in Figure 15 (E) are the result of
many iterations using different spacings and experimenting with ma-
terial thickness. The final stretching patterns are 1 mm thick; 6 mm
for bending. Depending on the printing pattern more or less force is
required to bend and/or stretch them giving users the flexibility to
create different haptic sensations.

2 https://www.instructables.com/workshop/laser-cutting/
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400mAh

3.7V

A

B

Figure 16: Manipulators circuit design: (A) shows an overview of all compo-
nents and how they are connected inside a unidirectional bending
Manipulator. (B) provides an in depth view of the circuit schemat-
ics to ensure reproducibility.

6.2 circuit design

This section outlines the inside-out tracking of the Manipulators. First,
we unpack the Manipulators and describe each component as well as
the final circuit. Next, we discuss the different sensors used to track
object manipulations. Finally, we show the existing mechanism to en-
sure the user’s safety.

Components & Circuit
Each Manipulator uses low-cost off-the-shelf hardware components;
an hc-06 Bluetooth module, an Arduino Nano 3.x (ATmega328), a
voltage converter, a charging unit (chip TP4056), a 3.7 Volts 400 mil-
liamp Hour(mAh) Lithium Polymer battery (LiPo), a 2-pin JST-PH
connector, a switch, wires, connectors, resistors and different sensors
such as an Adafruit bend sensor or potentiometers. Thus, Manipula-Manipulator’s

hardware
components

tors are self-contained and do not require external power or connec-
tion cables to transmit data. The circuit schematics Figure 16 shows
how the different components are connected. The 3.7 Volts LiPo is
connected to a charging unit enabling users to charge the battery
using a micro USB cable. The maximum charging current is 1C. As
shown in Figure 15 (G), Manipulators also indicate their charging
status with a red led - currently charging, and a blue led - fully
charged. Following the Arduino Nano specifications the microcon-
troller requires a minimum voltage of 5 Volts. Therefore, we utilized
a voltage converter. We manually set the output voltage to 5 Volts
using a DC adjustable power supply (model CSI3005SM) monitoring
and ensuring a consistently low current. A switch is used to interrupt
the current flow cutting-off the power supply. Switches are always
connected to the positive terminal. Note: Since we have a direct cir-
cuit (DC) current only flows is one direction (negative to positive).
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Figure 17: Different sensors: (A) a linear and (B) rotary potentiometer. (C)
shows a bend (flex) sensor.

We power the Arduino Nano by connecting the power source to the
5 Volts input pin. This ensures that we do not bypass the Nano’s
internal overcurrent protection. The hc-06 Bluetooth module is pow-
ered with 3.3 Volts, and connected to the Arduino’s RX and TX pins
for wireless data transmission. The sensors are connected to the 5
Volts power source, because testing showed that it results in better
signal quality. All components are connected to a common ground.
The above illustrated circuit essentially is a voltage divider. A voltage
divider takes a larger input voltage and by using resistors it outputs
a smaller voltage. The sensors we used (describe below) act as vari-
able resistors which, depending on the sensor state output a higher or
lower voltage. Later in this section we describe our sensing firmware
which detects this change in voltage.

Sensors
The Manipulators utilize different sensors in order to recognize changes
in e.g. rotation and translation. We use resistive sensors, rotary and
linear potentiometer, and a bend (sometimes also called flex) sensor
which include conductors. As described in Chapter 3, the rotation Different sensors for

tracking
Manipulator states

Manipulator uses a rotary potentiometer, translation and stretching
Manipulator use a linear potentiometer, and the bending Manipu-
lator uses a bend sensor. Their underlying working principle is that
the conductor length is directly proportional to its resistance and vice
versa. For instance, the bend sensor has a one-sided print with a poly-
mer ink including conductive particles. By bending the sensor the con-
ductive particles move further apart, and thus result in an increased
resistance. Moving the bend sensor back to its default (straight) state
decreases the resistance, because the particles are closer together. We
detect this difference in resistance using the sensing firmware de-
scribe below, and process it accordingly.

Generally, we found that connecting the sensor to 5 Volts signif-
icantly improves the signal quality. Furthermore, for stretching we
also tested conductive rubber band that we planned to integrate in
the stretching pattern. However, we found-out that it took several sec-
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onds to see changes in resistance when stretching and releasing it.
Therefore, we replaced this sensor with a linear potentiometer which
offered a much higher resolution.

Safety
Since we developed and implemented a new prototype system which
makes use of a custom-designed circuit powered by a LiPo battery,
we were also concerned with user’s safety. First of all, the circuit has
three build-in safety mechanisms: (1) we ordered high quality LiPo
batteries which include a overcurrent protection cutting of the connec-
tion (e.g. during a short circuit). It also has a overcharge/discharge
protection, (2) the charger implements the same safety mechanisms
as the LiPo battery resulting in a double-layer of protection, and (3)
the Arduino Nano’s current limiting component, which mainly reg-
ulates voltage3. In the latter, it is important to connect the battery to
the input pins. Otherwise, we would bypass the Nano’s on-board cur-Manipulators

implement different
safety mechanisms

rent control. Moreover, in the development process of the circuit we
used a breadboard and jumper wires to connect all components. This
allowed us to check different parameters such as current and voltage
for all hardware components by using a multimeter. Furthermore, we
included a 47 kiloohms resistor to prevent short circuits. The max-
imum current flow in the circuit is 45 milliampere, and the overall
resistance of the circuit that provides functionality is 4.7 Ohm.

This demonstrates that the Manipulators are safe to use. Since the
circuit and the human would be connected in parallel they effectively
form a current divider (two resistors connected in parallel). Due to the
low resistance users could even directly touch wires and hardware
components (in the unlikely scenario that a Manipulator falls apart),
because human’s skin resistance is significantly higher following [44].

6.3 fabrication

Here, we describe the fabrication process of the Manipulators. We
modified our cube primitive design in Rhino3D to accommodate all
components and parts inside. Furthermore, as visible in Figure 15 (D
- right) Manipulators offer a micro USB port for charging as well as
an on/off switch. Additional components such as washers and sta-
bilizers for the rotation Manipulator were custom designed and 3D
printed on a FDM printer using standard PLA. As a result, besides
the off-the-shelf hardware components only 3D printing is necessary
to fabricate Manipulators. In order to pack all components into theAdjusting the

Manipulator design cube case we had to optimize (1) the placement of the components
and (2) reduce the space needed for wires. Since jumper wires occu-
pied too much space, we decided to solder all components and cables.
To prevent short-circuits, we used shrinking tube and insulated the

3 http://www.ti.com/lit/ds/symlink/lm1117.pdf
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electrical components with PVC (polyvinyl chloride) electrical tape
as visible in Figure 15 (F).

An alternative solution was to design a custom Printed Circuit
Board (PCB) with embedded hardware components. However, this
turned-out to be fairly expensive (> 200 British Pounds Sterling) for Custom PCB as an

alternativea single PCB board excluding the battery and sensor, whereas buy-
ing the individual components and soldering them was significantly
cheaper (between 20 and 35 British Pounds Sterling per Manipulator
depending on the sensor). Another advantage is the maintenance; in
case one of the components fails, it can simply be replaced.

To fabricate the patterns that allow stretching and bending, we
used TPU as described above. These patterns are modular and can
be exchanged depending on the user’s needs. To demonstrate this,
we printed three different patterns for stretching and bending. For
instance, Figure 15 (E) shows the three different stretching patterns
which are 20%, 40% and 60% stretchable. The stretching pattern is
fixed atop of the stretching Manipulator using three screws and 3D
printed washers on both sides.

Finally, we assembled the cubes, and fastened all components using
super glue as well as hot glue, preventing them from moving around.

6.4 implementation

In this section we provide a detailed look into the implementation
of the Manipulators. First, we give an overview of the system and
its architecture. Next, we take a closer look at the Ardurino and the
Unity3D program, and we explain how the communication works.
For our second experiment we implemented a Free-hand and a con-
troller version of the Manipulators which will be discussed at the end
of this section.

Overview
We used Unity3D to design and implement the virtual environment
including all components, SDK’s, libraries, and design principles as
mentioned in the previous Chapter 4. The Manipulators implemen-
tation consists of two programs: one running on the Ardurino and
another one on Unity3D. The Ardurino program continuously senses How do the

Manipulators work
in Unity?

sensor states and sends updates to the Unity3D program using wire-
less Bluetooth communication. On the Unity side, the system receives
the data, processes it, and visualizes it in the user’s virtual environ-
ment. Thus, sensing and data processing happen in two distinct pro-
grams offering great flexibility. As a result, all interfaces implement
the same data structure and only differ in how they interpret, map
and visualize the incoming data.
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void loop ( )
{

i n t ADC = analogRead (A0 ) ; //(1)
f l o a t Voltage = (ADC * 5 . 0 0 ) / 1 0 2 3 . 0 ; //(2)
f l o a t RESISTANCE = RESISTOR * ( Voltage / 1 0 2 3 . 0 ) ; //(3)
S e r i a l . p r i n t l n (RESISTANCE) ; //(4)

}

Listing 1: Resistive sensing code

Another advantage is the maintenance of the Manipulators. The sens-
ing firmware running on the Ardurino inside the cubes can be up-
dated via Bluetooth. Next, we look at the sensing firmware which is
running on the Ardurino microcontroller.

Sensing firmware
The Ardurino firmware was developed using C++ and Ardurino IDE4

(version 1.8.9). The firmware continuously executes a resistive sensing
algorithm. Listing 1 shows the part of the code which computes the
resistance, and writes it into the serial port (4). Next, we briefly runReading and

processing sensor
states

through the different steps required to create a signal that can be in-
terpreted and processed. In (1) the program uses the analog-to-digital
converter (ADC) of the microcontroller to convert the analog voltage
readings from pin A0 into a digital signal. Here, the analogRead()
function5 reads the voltage and maps it to a number between zero
(minimum voltage) and 1023 (maximum voltage). In order to deter-
mine the voltage and the resistance, we utilize the voltage divider
that we described above.

To do so, the program takes the ADC reading, multiplies this with
the voltage in the system (5 Volts) and divides it by the maximum
ADC value (2). Hence, we calculated the current voltage reading from
pin A0. Following this, the system is able to compute the resistance
(3). Furthermore, we set the baud rate to 9600 meaning that we send
9600 bits per second (maximum) over serial port.

Unity Processing
We developed a Plug& Play Unity3D asset/module allowing novices
to quickly integrate the Manipulators into their VR environment, thus
enabling them to build and use richer proxy objects. Importing ourSoftware design

pattern Manipulator module, a library including all components for serial
communication into Unity3d provides the VR interface for the Manip-
ulators. To do so, we used a slightly modified model-view-controller
(MVC) design pattern in order to process and visualize incoming data
with respect to their physical counterpart in VR. Following, we start
with the View, next the Controller and finally the Model classes.

4 https://www.arduino.cc/en/main/software
5 http://arduino.cc/en/Tutorial/ReadAnalogVoltage
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Views include all necessary 3D CAD files (e.g., .obj or .stl) for repre-
senting the virtual object in the environment (e.g., the Stanford bunny
as seen in study 1).

Controller enables us to establish the communication. First, we have
to open the serial port. Note that matching the baudrate 9600 is essen-
tial for the communication, otherwise the system would suffer data
loss.

Executing the processing in the Update() method using the main
thread would block the program. Therefore, we utilize Coroutines
and IEnumerators to continuously read data from the serial port.
Through Coroutines and IEnumerators we can asynchronously read
incoming data without interfering or blocking the main Unity thread.
Updates are stored in a ConcurrentQueue before processing them.
Each frame (30fps) the system selects the most recent entry in the
queue. Subsequently, it runs through a MovingAverage() filter func-
tion. We use this common digital signal processing method to reduce
the random noise in our system [49]. Finally, the system sends the re-
ceived update to the corresponding model (described below) in order
to visualize it in VR.

Models implement the logic and rules for rotation, translation, stretch-
ing, and bending Manipulators. Common methods and attributes are
outsourced into a base class. The deriving classes capsule Manipula-
tors in parametric C# classes. Thus, parts of any arbitrary 3D model
in Unity can, for instance be rotated by tracking and dropping the de-
sired Manipulator C# script to it. Parametric manipulator classes offer Manipulator

configuration in
Unity

various settings to e.g. calibrate sensors, modify resolution or for lim-
iting the DoF. To better understand this process, we use a concrete
example case below.

For instance, Sally wants to bend a virtual object using the bend-
ing Manipulator. She attaches the desired script to the bendable part
of the virtual object. Required parameters are maximum bend angle
(e.g. 90 degrees), selecting the bend axis (x,y, or z), maximum and
minimum resistance of the sensor, and more advanced settings such
as adjust the movingAverage buffer size for signal quality/noise opti-
mization. Sally can visualize bend angles and bend axis beforehand
using sliders and check boxes in the interface helping her to better
understand and predict complex object manipulations. The manip-
ulator class implements a IntervalMapper() function which maps the
interval size (e.g. 90 degrees for bending) to the resistance values of
this sensor; determined through minimum and maximum resistance
input. Sally can either enter these values manually or once the con-
nection is established, they can use the calibration function. The cali-
bration function consists of two simple buttons (min and max). This
works by pressing the min button, when the bend sensor is straight,
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and the max button when the bend sensor is fully bent (in our ex-
ample 90 degrees). Subsequently, the system computes the intervals
resulting in a direct mapping between the resistance from the sensor
and the corresponding visualisation in VR. Finally, a CheckInterval()
method maps the incoming resistance updates from the controller
to the corresponding interval, which is visualized in VR. Depend-
ing on the Manipulator this either means linear translation/ stretch-
ing using transform.localPosition or single-axis rotation through trans-
form.localRotation. In the latter, we use quaternions to avoid gimbal
locks. The transform.local function is required, since the system still
performs 6DoF tracking using Vive trackers. In fact, we provide 7DoF
tracking for TanGi proxies that, for instance include one single-axis
rotation Manipulator.

For bending simple 3D virtual objects we used a mesh deformer
Unity3D asset6 from the Unity asset store, because it is challenging to
realize bending in Unity3D, and it was not in the scope of this thesis.

Finally, users can utilize multiple Manipulator simultaneously. Here,
each Manipulator uses a different serial port for streaming data to the
VR machine. In the current version we provide up to 10DoF tracking
(four Manipulators).

Study modification
As in Chapter 5 we modified the system to run our second experi-
ment described in the next Chapter 7.

First of all, we used the same testbed developed in Section 4.3
to execute the study, and to track various data such as task com-
pletion times. Again, the data was exported as .csv files for further
analysis. Our pilot testing showed that allowing 6DoF manipulationsRequired

modifications for our
second study

on virtual object using a Vive controller or a Free-hand interaction
technique was challenging for participants. Therefore, we decided to
implement a Controller and Free-hand version of the Manipulators
only allowing single-axis rotation, linear translation and stretching
as well as unidirectional bending. For the Controller condition we
simply did this by restricting the DoF using Unity’s RigidbodyCon-
straints.FreezePosition attribute. However, in case of the Free-hand in-
teraction technique it led to arbitrary object movements. Following
this, we implemented an interaction layer which overrides the Leap
Motion’s interaction engine. Once users grasped the object, rotations
and translations of their wrist got immediately displayed on the ob-
ject, due to a direct mapping between hand and virtual object orien-
tation.

6 https://assetstore.unity.com/packages/tools/animation/bend-deformer-38494
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6.5 summary

In this chapter, we first described the prototyping and development
phase of TanGi’s Manipulators. We discussed alternative solutions
such as different materials and fabrication methods, and presented
our final prototype. Moreover, we provided a detailed look into the
technology and implementation inside the Manipulators. We showed
the circuit schematics and explained how the wireless communication
works. Finally, we described the implementation of a Free-hand and
Controller version of the Manipulators, which we used in our second
experiment outlined in the next chapter.





7
S T U D Y 2 - E M B O D I E D O B J E C T M A N I P U L AT I O N

This chapter covers the second lab-study we conducted to understand
how embodied manipulation using TanGi affects user interaction. We
outline the design of the study, provide background information of
participants as well as we explain our data analysis/collection proce-
dure. Finally, we also elucidate the findings from the study.

7.1 design study 2

While our first study focused on how different control types affected
exploration of a virtual object, our second study focused on how
embodiment affects manipulations of virtual objects. Specifically, we
wanted to understand the impact of TanGi proxies on manipulation
tasks. To build this understanding, we conducted a controlled lab- Why did we design

the study?oratory experiment where participants completed single dimension
manipulation tasks. Participants completed trials where each of the
three control types (Free-hand, Controller and TanGi) represented a
different level of embodied interaction.

We were interested in comparing three conditions (Free-hand, Con-
troller and Toolkit) to perform three different primitive object interac-
tions; rotating, stretching and bending parts of an object. Since, linear
translation and linear stretching is essentially the same for the Free-
hand and Controller condition, we decided to only include one (linear
stretching) in the study. Moreover, 3D printing does not easily allow
people to fabricate objects including rotating, stretchable, and bend-
able parts. Therefore, it was not part of this experiment. We counter-
balanced the three different conditions resulting in six permutations.

Participants
We recruited a new set of 12 participants (6 reported as female; 6
reported as male), aged 19-35 (avg: 25.46; sd: 4.8) with a range of Participant

background and
information

Figure 18: Study 2 conditions.

41
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Figure 19: Study 2 task: Bending example for study 2. Goal bend degress is
shown (orange); participant matches it (progress bar starts); next
bending state is displayed (left to right).

professional and educational backgrounds including humanities edu-
cation, geography, computer science, psychology, environmental sci-
ence, linguistic, English literature, and civil service. This excludes one
participant that was omitted before analysis, due to a problem with
experimental system. Each participant was provided a £5 Amazon
Voucher as remuneration. Five participants reported that they had
never used VR before, five had used it a few times (one to five times
a year), and two other subjects use it on a regular basis (more than 10
times a year). Participants from the first study were not permitted to
take part in this experiment.

Task Design
The three tasks were modeled to help us compare three different lev-
els of embodied manipulation: Free-hand, Controller and TanGi . For
instance, participants were required to re-produce five different lev-
els of stretch, match five different rotation and bend states within
a threshold. Early pilot testing revealed that allowing 6DoF for theGoal of the study

task Controller and the Free-hand interaction technique was challenging.
To ensure the equality of the different conditions we restricted the
DoF for Free-hand and Controller. Thus, we essentially implemented
a virtual version of the Manipulators by only allowing single-axis ro-
tation, linear stretching and unidirectional bending. Following study
1, subjects were required to hold the object for two seconds (indicated
through a yellow progress bar). A second object above showed how
much rotation, stretch and bend was required.

Procedure
After giving participants a general introduction to the study, we ex-
plained the task, and showed them the first condition. Next, they
performed practice rounds for rotating, bending and stretching, be-
fore they did the main experiment. This gave them the opportunity
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Figure 20: Task completion times study 2.

to familiarize themselves with VR, the study task and the condition.
We fully counterbalanced the presentation of the three different con-
ditions resulting in six permutations. The experiment took about 30
minutes. The study has been approved by University College Lon-
don’s Ethics Committee.

Analysis
We collected data from six sources: a pre-study questionnaire for de-
mographic information; video of the participant as they completed
the experiment; internal logging (e.g. task completion times, accu-
racy), field notes and observations; a post-study questionnaire and a
short semi-structured interview to better understand participants’ ex-
periences in the different conditions.

Pilot study
In a first informative pilot study we found that offering 6DoF manipu-
lations in the Controller and Free-hand condition was challenging for
participants. Therefore, we decided to restrict the DoF as described
in Section 6.4. We piloted these two interaction techniques in our lab
before we included them in our actual experiment.

7.2 results & findings study 2

Here, we focus on the findings from our second experiment. Particu-
larly, on how people make use of the Manipulators, and we contrast
their experiences with the Controller and Free-hand condition to ex-
plore embodied manipulations. In the analysis, one participant was
omitted before data analysis, due to a problem with the Leap Motion
sensor. Therefore, we recruited an additional participant.

Generally, the Manipulators outperformed the two other conditions
across all measurements. First, we take a look at the task completion
times (mean. for one trial) for the three tasks rotation, bending and
stretching (also see Figure 20).

Completion Time.
To further investigate our data, we again ran One-Way repeated mea-
sures ANOVAs after verifying the normality distribution assumption
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Figure 21: : Post-study questionnaire results on a 7-point Likert-type scale
(1= Strongly disagree; 7=Strongly agree).

through Lilliefors tests. Main effects were analyzed for significance
difference using post-hoc Bonferroni-Dunn tests.

The times for rotation were Free-hand (mean: 4.18 sec., sd: 1.34 sec.),
Controller (mean: 3.32 sec., sd: 1.63 sec.), and Manipulators (mean:
2.62 sec., sd: 1.17 sec.). We found a main effect (F2, 22 = 6.408, p < .05).
Post-hoc tests revealed a significant difference between the Free-hand
and the Manipulators condition.Task completion

times in the different
conditions

Next, Stretching Free-hand (mean: 1.75 sec., sd: 0.72 sec.), Con-
troller (mean: 1.23 sec., sd: 0.49 sec.), and Manipulators (mean: 1.15
sec., sd: 0.23 sec.). The ANOVA showed a main effect (F2, 22 = 4.429, p
< .05). We found a significant difference between the Free-hand and
the Manipulators condition.

Finally, bending times were Free-hand (mean: 4.39 sec., sd: 2.06
sec.), Controller (mean: 4.41 sec., sd: 2.18 sec.), and Manipulators
(mean: 1.90 sec., sd: 0.56 sec.). A main effect was found (F2, 22 = 11.969,
p < .05), and a significant difference between the Free-hand and the
Manipulators condition as well as the Controller and the Manipula-
tors condition were revealed.

Generally, bending was challenging for participants. Even though
we constrained the DoF it still required to manipulate two virtual ob-
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jects relative to one another. As our early pilot testing showed this
confronts participants with challenges.

Subjective Responses.
This trend also aligns with participants’ questionnaire responses on a
7-point Likert-type scale (1-Strongly disagree; 7-Strongly agree). For Manipulators were

favoured in
interviews

instance, medians for “Overall impression of the system: I would use the
system for virtual 3D object manipulation” were: Manipulators (median:
6.5, sd: 0.52), Controller (median: 6.0, sd: 1.11) and Free-Hand (me-
dian: 5.0, sd: 1.54). Participants stated that Manipulators were “easy
to use” Manipulators (median: 7.0, sd: 0.51), Controller (median: 6.0,
sd: 1.15), Free-Hand (median: 4.5, sd: 1.37), and “easy to learn” Ma-
nipulators (median: 7.0, sd: 0.28), Controller (median: 7.0, sd: 0.98),
Free-Hand (median: 6.0, sd: 1.31)). Findings regarding task comple-
tion times indicated that participants struggled with the bending task
in the Controller and Free-hand condition. This was also visible in the
questionnaire responses to “I could BEND the object accurately” Manip-
ulators (median: 7.0, sd: 0.64), Controller (median: 5.0, sd: 1.50) and
Free-Hand (median: 4.0, sd: 1.80). Whereas the tasks (stretching and
rotating) that only required the direct manipulation of one virtual
object seemed easier “I could ROTATE the object accurately”; Manipu-
lators (median: 6.5, sd: 0.66), Controller (median: 5.5, sd: 1.37) and
Free-Hand (median: 6.0, sd: 1.44) and “I could STRETCH the object
accurately”; Manipulators (median: 7.0, sd: 0.67), Controller (median:
6.0, sd: 1.19) and Free-Hand (median: 6.0, sd: 0.93). Next, we provide
further insights into how people used and experienced the different
conditions.

Free-hand.
Participants had very mixed opinions about the Free-hand interaction
regardless their prior experience with VR. Interview data showed that
generally participants would use this technique “. . . , if I want to have a
less conscious or free interaction” (P11) with the virtual model. Perform-
ing these very specific manipulations required a lot of active think-
ing and people were “. . . very focused on my hand movements” (P4), be-
cause subtle changes in hand orientation got immediately displayed
on the object. Interestingly, participants frequently reported that they
felt very tensed while interacting with the virtual object. “It was very
tiring for my arm grasping literally nothing” (P9), and mentioned that

“it seems like the energy just goes somewhere when I have an object in my
hand” (P5).

Controller.
The Controller with its uniform shape was slightly preferred over the
Free-hand condition in our study providing a tangible way to interact
with a virtual model. “Having an object to hold onto made it easier to keep
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position of the cubes relative to each other.” (P6). However, it added an
additional layer between the human and the object in order to inter-
act with it pointed out by participant 11: “Controller feels like a barrier
to the object”.

Manipulators.
Overall, the Manipulators performed best offering a “direct way to in-
teract with the virtual object” (P11). Due to the direct mapping between
the object interactions (stretch, bend, rotate) people “. . . can apply the
movement I [they] learned” (P12). Moreover “The cubes [Manipulators]
appeared much easier to stretch, due to the physical feedback (i.e. actually
holding two objects in your hand), whereas the other two methods were a
little bit more difficult, as they appeared more ’abstract’ “ (P7). The Manip-
ulators allowed users to easily perform “. . . subtle adjustments” (P1)
being very precise and furthermore supporting them to “better under-
stand the object its capabilities and limitations” (P1).

Study 2 Summary
The study demonstrates that TanGi Manipulators enable people to
perform complex object manipulations with ease due to a higher de-
gree of embodiment. Furthermore, it provides interesting insights
showing the trade-offs between the different levels of embodiment.
In the next chapter, we present different applications and uses cases
to further evaluate the TanGi toolkit.
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U S E C A S E S & A P P L I C AT I O N S

The TanGi toolkit is composed of Composable Shape Primitives and
Manipulators which enable users to quickly build a variety of ob-
jects allowing complex manipulations. In this chapter, we illustrate
how the toolkit can be used to build several different tangible proxies
that represent and control virtual objects. Importing our Manipulator
module (a library including all components for serial communication)
into Unity3d provides the VR interface for the Manipulators. TanGi
proxies are tracked (6DoF) by using conventional VIVE trackers.

Bunny Head
This application shows a modified Stanford bunny (toy) which can
turn its head (see Figure 22). We build the bunny using a single-axis
rotation Manipulator, five 50mm cubes, two 40mm sticks, three 40mm
half-spheres and two 100mm half-spheres. Its virtual representation Users can rotate the

bunny toy’s headgets rendered accordantly to the physical proxy object. To do so, a
user would simply replace two of the TanGi’s base cubes with the ro-
tation Manipulator. In Unity3d s/he imports 3D models for the head
and the body of the bunny. By attaching the RotationManipulator script
to the 3D model, the bunny can now receive updates. After selecting
the local rotation axis through the script, the head rotation gets dis-
played.

Catapult
In our second example Figure 23, a gameplay catapult utilizes a uni-
directional bending Manipulator, six 50mm cubes and two 100mm
sticks. Users can move the catapult in the desired position and load
it by bending the Manipulator. To launch a virtual stone the user By bending the

catapult users can
launch a stone

releases the cube on the end of the bend Manipulator which then

Figure 22: A manipulable toy bunny on a virtual beach.
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Figure 23: A medievel siege game, where the proxy corresponds directly to
the in-game catapult.

accelerates. In the virtual scene the throwing mechanism also bends
accordantly to the bend state of the Manipulator. The maximum state
determines how much force is applied to the stone, and consequently
affects its velocity and trajectory. This application implements the
BendingManipulator script.

Crossbow
This third application shown in Figure 24 makes use of the linear-
stretching Manipulator with a 40% stretching pattern (see Figure 15),
two 50mm cubes as well as two 30mm cubes. The user aims on the tar-Cocking a crossbow

in VR get and pulls back on the virtual arrow using the physical block; the
virtual crossbow gets rendered with respect to the stretched Manipu-
lator. Once, the user lets go of the cube, it snaps back and triggers the
arrow. Based on how much the user cocked the crossbow, the arrow’s
trajectory and speed is determined. As in the previous application,
simply attaching the LinearTranslationManipulator script to the cross-
bow model.

Robotic arm
This last example application demonstrates the use of TanGi for con-

Figure 24: A crossbow proxy used in a shooting-gallery style game.
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Figure 25: Creating a proxy to explore and manipulate an existing indus-
trial robotic arm model.

trolling a robotic arm (see Figure 25). The model for this arm is sim- Using two
Manipulators to
move and control a
robotic arm

ilar to an existing robotic arm model used in industrial settings [15].
It uses two Manipulators, single-axis rotation and linear translation,
simultaneously. Furthermore, we used five 50mm cubes, two 100mm
sticks, two 50mm sticks as well as two 25mm sticks to assemble to
robotic-arm. The user can move the object 6DoF in space, however
she can also rotate the robot wrist independently to adjust and fine-
tune the gripper orientation using the single-axis rotation Manipula-
tor. To open and close the gripper the physical proxy robotic arm uti-
lizes a linear translation Manipulator. The RotationManipulator script
determines the orientation of the wrist/gripper. Based on this, the
LinearTranslationManipulator script renders the virtual gripper with
respect to its physical counterpart delivering a hands-on experience
while controlling the virtual robotic arm.

These example applications act as a proof-by-example (as suggested
by [32]), and illustrate a wide spectrum of possible use cases for
TanGi, from toys and gameplay to industrial applications. Futher-
more, through our two previous user studies we demonstrated that
composable proxy objects and Manipulators provide advantages in
terms of usability and naturalness when used for object exploration
and manipulation.
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D I S C U S S I O N & F U T U R E W O R K

Based on our studies, we discuss TanGi proxies and their utility for
embodied interaction in VR, identifying opportunities to improve the
toolkit.

Embodied Exploration and Manipulation with TanGi
The TanGi toolkit gives people the capability to create tangible prox-
ies linked to corresponding VR models. Study 1 showed that people
can easily create tangible proxies using the TanGi toolkit. These were TanGi enables rapid

proxy creationgood enough for basic exploration tasks such that people’s perfor-
mance with them was on par with a 3D printed virtual object. As
we showed in our design explorations and studies, the current proto-
type of the TanGi toolkit enables a wide range of proxy possibilities.
The tangible proxies enable embodied exploration and embodied ma-
nipulation. For the participants in our studies, the proxies were used
as if they were the virtual object. Exploring different sides of a vir-
tual model and pointing at different parts of it was accomplished by
turning the proxy, and pointing at it. Similarly, manipulating differ- TanGi proxies help

understanding
object capabilities

ent aspects of the virtual model was done by manipulating the proxy.
Many participants described developing an understanding of the ca-
pabilities and limitations of the virtual model through their handling
and manipulation of the TanGi proxy. Instead, participants described
the Free-hand and Controller conditions as introducing a “layer” be-
tween their interactions and the virtual model.
This embodied interaction presents problems when there are mis-
matches between proxy and virtual model. The tangible proxies are
ultimately approximations of the virtual model; as described in Study
1, each participant approximated the bunny in different ways—some
built details like ears while others focused on simply approximat-
ing size. The problems with the mismatches would manifest in some Low fidelity

trade-offsfairly obvious ways; for instance, participants would overshoot when
trying to point/rest their hand on the virtual model’s ear if the TanGi
proxy did not have ears. Additionally, participants indicated that sec-
ondary characteristics of the proxy were also important; for example,
the overall weight and the centre of gravity of the proxy. In Study 1,
the TanGi proxy needed to be affixed with a relatively heavy tracker,
which threw off how participants expected to be able to handle the
proxy (based on how it looked in the VR world). The fact these limi-
tations arose indicate that the TanGi proxies did very much embody
the virtual models for participants.
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Improving the Design of the TanGi Toolkit
While TanGi worked as designed, our experiences provide some clear
directions for improvement. TanGi allows people to rapidly build
proxies that embody virtual objects by approximating size, shape and
manipulations close to what is expected. However, currently TanGiTanGi’s limitations

composable blocks are limited in what types of proxies can be cre-
ated. We believe this can be easily improved upon, for example with
additional primitive shapes that few participants asked for. We could
easily create a larger range of shapes (e.g. cylinders, pyramids, etc.)
in various sizes. This increases the complexity of actually building
proxies, but provides more flexibility in the range of models that can
be represented.
Recently, Ardurino announced a new Nano IoT microcontroller offer-
ing on-board Wifi, Bluetooth and an accelerometer. In future workUpgrading the

hardware we want to replace the exciting hardware with this new device. As a
result, Manipulators could have a much smaller form factor offering
greater flexibility and new possibilities. We also plan to employ actu-
ators inside Manipulators allowing proxy objects to be even closer to
their virtual counterpart. For instance, a fully functional power drill
that can be started by pressing a button.
Furthermore, while we used Velcro to affix blocks to one another,
other well-engineered approaches could be leveraged. For example,
3D printed snaps or anchors can be incorporated directly into our 3D
prints, providing robust and strong connections that are less likely to
break. And while the standard Vive trackers added bulk and weight
to the proxies built in Study 1, we could replace them with smaller
and lighter emerging trackers (e.g., HiveTracker [24]). This would al-
low us to have trackers on each individual shape primitive. Hence, we
could visualize primitives in VR enabling users to assemble TanGi ob-
jects. Finally, it might be possible to provide tactile feedback for parts
of the proxies that do not have physical manifestation. For example,
recent work has shown that worn devices such as temporary tattoos
can be used to provide electro tactile feedback [23, 53]. Furthermore,
it may be possible to use certain types of haptic retargeting to provide
this tactile sensation [6].

Generalized Controllers with TanGi
Beyond interacting with VR objects, participants suggested that the
TanGi concept could be used for building more generalized, custom
input and output controllers. For example, the robotic arm in Figure
4d can be modelled with various manipulators (for steering, rotatingUsing TanGi’s to

build custom in- and
output controller

and twisting different parts of the arm). In principle, a simple inter-
face to the robot operating system ROS [43] would allow users to
control an actual robot arm using TanGi proxies. Other application
domains might include AR (e.g. [21] ).



10
C O N C L U S I O N

This thesis outlines the development of TanGi, an open-source toolkit
that allows novice users to rapidly build tangible proxy objects in
VR. TanGi enables virtual objects to be embodied by approximating
their shape and moveable parts, enabling fast and easy virtual object
exploration and manipulation. We demonstrated TanGi’s flexibility
and expressive power by presenting a variety of potential uses cases
and applications. Moreover, we provided a detailed look into the de-
sign and implementation of the TanGi toolkit. Finally, through two
lab studies we show that different levels of proxy embodiment affect
fluidity of virtual object interaction, and that TanGi proxies offer clear
advantages over conventional controller. Our work extends the state-
of-the-art in virtual reality technology, by demonstrating a new way
to build, richer more fully embodied proxy objects.
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A
A P P E N D I X

This chapter provides supplementary materials for this thesis. In Sec-
tion A.1 we show an additional figure from our first study. Finally,
Section A.2 provides the pre- and post-study questionnaires we used
in both user studies.

a.1 illustrations

Figure 26 shows the 16 bunnies participants built in the first part of
study 1. All participants completed this task successfully, and thus
used the assemblies in part 2 of the experiment.

Figure 26: Study 1 assembled bunnies.
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a.2 study materials

The following pages provide the questionnaire from the first and the
second study, as well as the interview questions.
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