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Abstract

Developing voice user interfaces is a complex process that requires steps to accept text
as input, process this input and synthesizing an adequate output. Understanding the
meaning of the vocal words and generating an answer is the key part of this process. It is
handled by a dialog manager. The dialogs that the system creates must be designed in a
way that the user can accept it easily. Otherwise, the cognitive load is too high for most
users to interact with the interface. However, in hands-free situations, visually distracted
situations or for disabled people voice user interfaces help users to interact with the system
and are therefore in special interest of the current software development processes.

There are several ways to design dialogs and the interface in a way that the user can
easily use them. The dialogs need to be kept simple and structured well, list should be
filtered and kept short. The design of the interface can combine visual and audible parts
to help the user keeping track of the data. Using more than one modality is one of the
easiest ways to create a user interface which requires little cognitive load. This solution is
known as multimodal interface.

This thesis explains these rules by example. Therefore, an Android application called
TaleTime is developed. This application lets the user experience interactive fiction. Stories
are read out chapter by chapter. After each chapter, the user can decide how to the plot of
the story goes on. This can either be done by tapping buttons on a screen or using speech
recognition. Dialogs must be kept simple because the target audience of this application
are young children. The development process is documented and the design of dialogs
can be seen in example. This includes example dialogs, flow diagrams and the concrete
wording of the dialogs. In addition, it is explained how a simple dialog manager can work.
Visual component are used to keep the cognitive load low if the user missed the auditory
output of the voice user interface.

This thesis summarizes existing literature and collects best practices to develop voice
user interfaces. Additionally, other types of user interfaces and typical use cases of voice
user interfaces are mentioned as well. These best practices are then applied to the example
of the development of the voice user interface for TaleTime.
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Great design simplifies a very complicated world.

— Platon Antoniou

Acknowledgments

First, I would like to thank my thesis advisor Prof. Dr.-Ing. André Miede of the Fakultät
für Ingenieurwissenschaften at Hochschule für Technik und Wirtschaft des Saarlandes.
Even that Prof. Miede was in Germany during the work on the thesis, he helped me
whenever I ran into a trouble spot or had a question about my research or writing. He
consistently allowed this paper to be my own work, but steered me in the right direction
whenever he thought I needed it.

I would also like to acknowledge Prof. Ramon Mata-Toledo, Ph.D. of the Department
of Computer Science at James Madison University as the second reader of this thesis and
local advisor during the work on this thesis. I am gratefully indebted for his very valuable
comments on this thesis.

Furthermore, I would like to acknowledge Prof. Steven Frysinger, Ph.D. of the Depart-
ment of Computer Science James Madison University who set up the contact and made it
possible for me to study in the US.

In addition, I would like to thank the students and their advisors from htw Saar and
Saarland’s university for art and design who worked on the application (TaleTime) as
their project work before and during the research and the work on this thesis. Without
their passionate participation and input, this project could not have had such a successful
result.

I would also like to acknowledge Sebastian Düppre as second reader of this thesis, and
I am gratefully indebted to his for his very valuable comments on this thesis.

Finally, I must express my very profound gratitude to my parents and to my girlfriend
for providing me with unfailing support and continuous encouragement throughout my
years of study and through the process of researching and writing this thesis. This accom-
plishment would not have been possible without them. Thank you.

Kevin Alexander Münch

vii





Contents

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problem description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Thesis structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Background 5
2.1 User interfaces and user experience . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Types of user interfaces . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 User experience . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Multimodal interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Multimodality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Usage to lower cognitive load . . . . . . . . . . . . . . . . . . . . . . 11
2.2.3 Designing for mobile devices . . . . . . . . . . . . . . . . . . . . . . 12

3 Conversational Design 17
3.1 Linguistic basics of conversations . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Turn taking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Avatars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Chatbots and personalized assistants . . . . . . . . . . . . . . . . . . . . . . 27
3.5 Impact to the user experience . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4 Design of voice user interfaces 29
4.1 Requirements analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 High level dialog design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3 Detailed dialog design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.3.1 User confirmations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3.2 Stop detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3.3 Helping the user . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.4 Error handling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3.5 Voices and intonations . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5 Technological design 49
5.1 Speech recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.1.1 General technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.1.2 Comparison of existing speech recognition software . . . . . . . . . 53

5.2 Natural language understanding . . . . . . . . . . . . . . . . . . . . . . . . 56
5.3 Dialog Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.3.1 Finite state based . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.3.2 Frame based . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.3.3 Agent based . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3.4 Plan based . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.4 Speech synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.4.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.4.2 Intonation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

ix



5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

6 Implementation 65
6.1 Existing prototype . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.1.1 Used technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.1.2 Open tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

6.2 Requirements definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.3 Definition of grammar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.4 Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.4.1 Technological basics . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.4.2 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.4.3 Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.4.4 Open problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

7 Conclusion 85

Bibliography 87

List of Figures 97

List of Tables 97

Listings 97

Abbreviations 99

A package.json of the TaleTime project 105

B English grammar file for the TaleTime VUI 107

C Results of Google Speech API as JSON 111

D Results of Microsoft’s Speech API as JSON 113

x



1 Introduction

The development of voice user interfaces (VUI) is a complex process. It includes many
steps and requires a lot of work. This thesis therefore explains the process and gives inside
information about how VUIs can successfully be developed.

Besides a description of the necessary development tasks, this thesis also includes an
example for the development of a VUI. This example exists as an application initially
developed by htw Saar and is described in Chapter 6.

1.1 Motivation

In the past few years, the use of VUIs has been on the rise. For a long time, VUIs were
only the interest of researchers and developers. The reason for this is because VUIs are a
good, usable alternative to graphical user interfaces (GUI). The main reason why people
tend to use their voice instead of a keyboard is because it is a more natural form of input.
Humans are used to conversations. They use their voice every day to communicate. In
addition, the usage of spoken language is highly perfected. Although scientists are not
exactly sure about when humans began to speak and develop a language, it is assumed
that they started at least 100,000 years ago [58]. Compared to written language, this is a
very long time. Humans started writing approximately 5000 years ago [28]. This proves,
that humans are used to spoken language and they were able to learn it a long time ago.
Almost all humans all over the world are able to speak. Although most people also know
how to express themselves using written language, the number of people who know how
to write is still only at 85% [113]. As a result of these statistics, it is easier to see why people
prefer speaking as a means to communicate.

However, when interacting with a computer the most common way to enter data is via
the keyboard. The keyboard was invented for using it with typewriters in 1868 [52]. Even
if this also seems to be a long time ago, many people are still not used to the usage of a
keyboard or feel uncomfortable using it especially when writing long texts. This is another
reason where VUIs can be helpful. A VUI accepts a human’s voice, which everyone is
used to, as input. This obviously eliminates the use of keyboards and increases the amount
of input because it is a more natural way to communicate. Also, it helps young children
to interact with a VUI even if they do not know how to use a keyboard or write yet. Due
to the increase in use of VUIs, it is very important to create them with the highest quality
possible. If users begin to struggle using these interfaces, they quickly get disappointed
and will avoid their use. This thesis also summarizes ways to keep the quality of VUIs
high, so users feel confident in using them.

Besides the more natural and easier way to input data as a main argument to use VUIs,
there are other reasons why the development of VUIs is an important subject of research.
There are situations where users cannot use their hands to use a keyboard. The most
popular example for this situation is having the need to text or memo while driving. With
VUIs people can simply dictate what they want to achieve instead of using touch based
input methods. Other examples show that the usage of a VUI instead of touch based input
methods can increase their usability. One of these examples is the usage of a smartphone
application to cook. Users can talk to their phone while using their hands to cut, knead or
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1 Introduction

accomplish other tasks of the cooking process. Giving a user the opportunity to interact
with the phones applications using his voice increases the user experience enormously.
The user does not have to stop working and can accomplish multiple tasks at once.

The usage of the voice also helps expressing emotions. Although GUIs can use different
forms of highlighting to indicate the importance of certain pieces of text, voice can only
use the intonation to indicate different meanings. This is still part of research, as the
synthesis of voices expressing emotions is a tough challenge. However, it opens a huge
variety of possibilities to express data in a more detailed way. Using emphatic voices,
the method of input and output carries not only the information described by the words
themselves but the importance or urgency that the speaker gives to the message [90].

In combination with recent achievements in technology and especially in the field of
artificial intelligence, VUIs have become more usable. Another reason why the VUIs are
also more popular is due to smartphones which provide a speaker and also a microphone;
the main components needed to create a VUI. Moreover, they are widely used today. In
addition, most phones sold today provide enough processing power to make VUIs widely
usable. In fact, 65% of the phones sold in 2015 provide the ability to use virtual assistants
[74].

There are also a few negative aspects that will be discussed in section 2.1.1. This includes
the usage of VUIs in public spaces and to enter private data. However, VUIs will only
be used if the quality of dialog is high enough. This thesis concentrates on theories that
help developers keeping the quality of a conversation high. One of the key aspects of
a good VUI is natural language understanding (NLU). Especially through the progress
in the research regarding artificial intelligence the quality of NLU was highly increased.
Based on this fact and the previously mentioned fact that smartphones are now widely
used, the usage of VUIs is increasing heavily. Smart watches and the digital interaction in
cars and other products pushing the usage of VUIs as well. As a result, users are trying
to use VUIs in all different situations now. Unfortunately, the management of dialogues
is still often not very helpful. Keeping track of previously mentioned facts and creating a
conversation based on this knowledge is often not possible for many applications. This
thesis therefore covers methods to build more conversational interfaces also as methods
that help to develop highly useful VUIs. These topics are important, because the usage of
VUIs will increase in the future as well.

1.2 Problem description

This thesis addresses two main issues. First, it summarizes the existing literature con-
cerning the creation of usable voice interfaces. Therefore, only the best practices will be
described here. Since the development of VUIs started in the 1960s and became very
popular in the 1990s, the methodologies have changed over time. Because of this reason,
this thesis mainly covers modern topics. These changed because of the rise of personal
assistants used on smartphones and on devices for connected homes such as Amazon’s
Echo or Google’s Home. These assistants offer more functionalities to build VUIs than
older devices. Therefore, different workflows are needed which requires to include the
creation of fluent and useful dialogs. Dialogs must kept simple because users can only
handle a certain amount of information, especially not if only heard. Designers use flow
diagrams and example dialogs as a first step of the design process. Then, more technical
problems like the usage of pauses will be discussed as part of this work. Pauses are very
important in a conversation. They may not only indicate that the speaker has finished
speaking but also give the participants of a conversation more time to understand the
given information. Moreover, pauses influence the implied meanings of a conversations.
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1.3 Thesis structure

Studies have shown, that different lengths of pauses can influence the emotions, partici-
pants of a conversation may have [26]. This needs to be considered while creating a VUI
and will be discussed in section 4.3.5.

Secondly, this thesis considers multimodal interfaces. With the rise of smartphones and
similar devices, multimodal interfaces are becoming very common. Smartphones include
a screen, so data can be presented and altered using the screen (GUI). In addition, Smart-
phones contain a speaker and a microphone through which data also can be displayed and
entered, respectively (VUI). So, it is important to make sure that users can interact as easy
and as intuitive with these two types of interfaces. This thesis considers ways to reduce
the cognitive load for the user through multimodal interfaces and suggests guidelines to
create devices where both the GUI and VUI work together well.

The most important part of a VUI is the creation of fluent conversations. Therefore, the
VUI needs to keep information about what has been said. That is, it needs to keep a history.
Human conversations are usually based on such histories. Each participant remembers
what was said earlier, at least for a certain time. This is what the VUI also needs to be
able to do. There are multiple strategies on how to keep track of the information already
given. This thesis will try to present the most recent aspect of this important issue. It
is very critical to manage the given information, because people use different words to
refer to what was said. These can be pronouns such as he, she or it to refer to people
mentioned before, but there are of course many other possibilities. Often, places and dates
are replaced by other words. The VUI system must be able to recognize and associate
them with the correct information in the same way humans do it. If it is unclear, which
piece of information was mentioned, the VUI must be able to figure that situation out and
disambiguate it by asking the user for clarification. Disambiguation is a very important
part of a conversation. It is used very often in human conversations and helps to let the
VUI seem more confident. The methodologies used to keep track of the system’s states
will be described in section 5.3. This is the core of the thesis. These methodologies will
also be used while development in a simplified version.

Although these are the main topics of the thesis, the development of VUIs covers many
more topics such as the voice recognition itself, NLU or the synthesis of speech. These
topics will not be covered in detail by this thesis. However, some of their main ideas will
be described briefly and some references will be given for the interested reader.

1.3 Thesis structure

This thesis is structured in seven chapters. These chapters follow the workflow of the
development of VUIs. After the introduction, Chapter 2 describes all background infor-
mation needed to understand the context of VUIs. This includes an overview over user
interfaces and an explanation of the user experience in general. Furthermore, the term of
multimodality is explained because VUIs are often used in a multimodal context. Chapter
3 describes the the basics of conversations. This chapter reviews linguistic basics as well
as turn taking strategies. In addition, typical use cases of VUIs such as chatbots and per-
sonal assistant are described. The development process of VUIs is described in Chapter
4. It sequentially describes all steps in a typical development process starting from the
requirement analysis through the detailed dialog design. Whereas Chapter 4 describes
the design of VUIs, Chapter 5 gives some technological background about the underlying
methodologies. Each distinct part of a typical VUI system is described from a technical
point of view here. Chapter 6 describes the development work done during this thesis. It
documents the implementation and gives more information about how the technologies
can be applied. Finally, Chapter 7 summarizes the whole work and gives a final overview.
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2 Background

This chapter introduces the reader to the work of this thesis. It explains the basics regard-
ing user interfaces. This knowledge is necessary to understand why VUIs are needed and
what typical use cases can look like. Furthermore, this chapter explains multimodality
and especially, how interfaces can be combined in a useful way.

2.1 User interfaces and user experience

This chapter will set the user up with general knowledge about user interfaces. This is
important, because VUIs are often used in combination with other interfaces (multimodal-
ity). Additionally, this section shortly explains the difference between a user interface and
user experience.

2.1.1 Types of user interfaces

This section gives an overview about the types of user interfaces currently available. This
thesis main concern is about VUIs, but because all user interfaces have weaknesses, it is
important to know what other kinds of user interfaces exists. This is especially relevant,
because different types of user interfaces can be combined. The resulting interface is called
multimodal interface and is explained in more detail in section 2.2.

There are three main groups of user interfaces: Visual or graphical user interfaces (both
abbreviated with GUI), VUIs and gesture based user interfaces. This chapter explains the
basics of all of them.

Visual user interfaces

Visual user interfaces, often also called GUIs, are the most popular types of interfaces.
They rely on a screen, which is used as the primary output interface. Today, screens often
offer touch functionalities. This enabled the user to directly alter the data on the screen.
Older versions of GUIs needed another form of input. This is usually a keyboard and /
or a mouse.

There are different versions of GUIs. First, there is the usual GUI which interacts with
the user through touch or mouse and keyboard. The key elements are windows, buttons,
text and icons that can be altered directly by interacting with them.

Then, there are command line interfaces which are only based on text. Those were the
first versions of visual user interfaces that use a screen. The user cannot click on icons
or use windows, the only way of manipulating data is to use commands typed via a
keyboard. Especially for inexperienced users, graphical user interfaces are easier to use.
They are more vivid. However, text based command line interfaces are still popular. They
are easier to develop and sometimes, depending on the use case, faster to use than GUIs.
There are guidelines, which explain when to use which interface [78].

The third kind of visual interfaces are menu driven interfaces. They can offer graphical
symbols but they do not allow the user to freely alter data. In most cases, they offer an
entry of menu items which the user can select from using physical buttons or touch. A
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2 Background

popular use case are automatic teller machines (ATM). They offer only a few functionali-
ties. The user can only make selections on the options available and no others. Limiting
the possibilities of input results in higher security. Menu driven interfaces can be seen as a
mix of command line interfaces and graphical user interfaces. They seem to be graphical
and can display icons, text and color but they only offer a certain number of commands
which are similar to command line interfaces [29].

Voice user interfaces

VUIs interact with the user by accepting the voice as input and responding with synthe-
sized or prerecorded voice through a speaker. These kinds of user interfaces can therefore
be used for both input and output. Since VUIs are the main topic of this work, they will
not be explained in detail in this chapter. However, the main reason to use a VUI instead
of another interface is that it is a better option in certain situations. Those include situa-
tions which only have limited space for a keyboard or limited space on the screen itself.
Furthermore, VUIs can help creating interfaces for disabled users. Sometimes, when the
interaction requires the input of long texts, most users prefer speech as an input method
because speech is always faster than typing on a keyboard. Lately, there are many situ-
ations where users cannot be distracted or are limited in the use of their hands or their
eyes. Examples are while driving, cooking or doing sports [98].

Gesture based interfaces

This kind of interfaces can recognize the movements or gestures of the user. Compared
to other types of interfaces, gesture based interfaces are often used for input only instead
of both input and output. This is the case because gestures can be recognized easily with
a camera, but creating gestures requires a much more complex system. However, the field
of robotics is still very interested in creating and using gestures as an output system. Also,
gestures are important for multimodal applications which use an avatar [90].

Using gestures as an input method can simplify the interaction for the user. This is
the case, because designers can use knowledge that the user already has. With gestures,
the content directly becomes the object to be controlled. The designer can borrow one-
to-one interactions from the real life to interact with the interface. For example, moving
clockwise can be used to go forward, whereas moving counter-clockwise can be used to go
backwards. Most users would expect a gesture to do exactly this. Also, designers should
apply physics to objects. Most users interact with virtual objects in the same way as if the
object would be physical. A good example is a list. To create a new list item, there has
to be more space. Designers can use this fact to create a gesture that virtually separates
list items to create more space for a new item. Gestures are usually used as shortcuts.
They are simple and can only express simple interactions. Furthermore, designers should
be careful to not implement too many gestures as the user can easily get confused. This
is especially the case if the recognition systems quality is not high enough to separate
between nuances of different gestures. Not interpreting the correct gesture can annoy the
user quickly [16].

Other interfaces

The three types of interfaces are most important and popular ones, but naturally there
are many more types of interfaces.
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2.1 User interfaces and user experience

One of these interfaces are tactile interfaces. They are usually used as an output system.
Often, their main function is to warn users. This can happen in cars, either to prevent the
driver from falling asleep, when the driver hits the outer boundary line of the road or if
the driver wants to swap lines and does not see another car in the blind spot. Also, aircraft
manufacturer make use of this system to alert pilots about a possible stall [98].

2.1.2 User experience

Apart from the term user interface (UI), there is another term often used in this context.
This term is the user experience (UX) which describes the whole experience a user has
while making use of an application. As Jan Weddehage points out, “UI is the vehicle, but
UX should drive“ [117], the user experience is the concept of how to convey the content
to the user but the UI is the method how this is done. In conclusion, this means that the
UX does not make use of a certain UI. Which UI should be used depends on what the UX
designer decides is best.

Nevertheless, it should be mentioned that the term UX is often used with different
meanings. Sometimes, UI and UX are mistakenly used interchangeable. There are many
different definitions of UX. The major ones are the following:

• A consequence of a user’s internal state (predispositions, expectations, needs, mo-
tivation, mood, etc.), the characteristics of the designed system (e.g. complexity,
purpose, usability, functionality, etc.) and the context (or the environment) within
which the interaction occurs (e.g. organizational / social setting, meaningfulness of
the activity, willingness of use, etc.) [48].

• A set of material rendered by a user agent which may be perceived by a user and
with which interaction may be possible [116].

• Comprehends all aspects of digital products and services that users experience di-
rectly - and perceive, learn, and use - including products’ form, behavior, and con-
tent, but also encompassing users’ broader brand experience and the response that
experience evokes in them. Key factors contributing to the quality of users’ experi-
ence of products are learnability, usability, usefulness, and aesthetic appeal [32].

• A person’s perceptions and responses that result from the use or anticipated use of
a product, system or service [106].

The definitions given above show that there are many different opinions about the
meaning of the term user experience. The website allaboutux.org [114] gives an overview
of over 27 different definitions.

However, most of these definitions share similarities. The definitions described above
show, that user experience is not only about a certain way of designing the user interface.
It is also about understanding the user’s needs and the users feelings. This results in
guidelines that can be completely different than the usual design guidelines used by
a company. User experience also includes that the user, in most cases also a customer,
experiences a story, not only a simple website. The brand, the design, the language, the
images but also the clarity and the learnability must fit together and create a pleasant
experience for the user.

It is obvious, that the customer experience does not only include the design of the GUI,
but of all interfaces used. As described in section 2.2 this can be a combination of multiple
UIs. Especially when multiple user interfaces are used, it is important that all together
create a joint user experience. Therefore, this also includes the design of the VUI. The way,
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a device talks to a user or even the way internal data is used for suggestions can influence
the user experience with a particular brand.

2.2 Multimodal interfaces

Interfaces, which use more than one of the user interfaces described in section 2.1.1 are
called multimodal interfaces. Today, many applications are multimodal. The main reason
to use more than one interface is due to the weaknesses of the primary interface. A good
example for this are car manufacturers. In cars, displays are widely used today. It is also
no technical challenge, to use touchscreens or knobs to control the functions of a car.
However, if a user, most likely the driver, wants to use the interface, he or she has to look
at the touchscreen or at the knob to see whats going on. Therefore, a simplification of user
interfaces used in cars can be seen in the last few years. This was necessary, because the
functionalities cars offer are growing rapidly and can be distracting for drivers.

Figure 2.1: Visual interface of a multimodal car
entertainment system

In 2015, Ryu et al. developed a multi-
modal interface for cars to find out which
combination of interfaces distracts drivers
the least [60]. Therefore, they combined a
voice user interface, a visual interface with
touch functionality and knobs for addi-
tional control and also added an interface
for gestures as an input. They also found
out that American and Chinese users pre-
fer natural language systems for speech
rather than command and control systems
while driving. To keep the system simple
and not too distracting, they subtle com-
bined the interfaces so that they compen-
sate the weaknesses of other interfaces. For
example, all major functionalities can be
triggered using speech. The weakness with this system is that the user cannot really
keep track of the state of the application. This general weakness is even worse while driv-
ing, because the user should concentrate on driving, not on the state of the application.
Hence, Ryu et al. use the display to keep the user updated. This is also dangerous for the
driver, because a display can show detailed information which takes a long time to be
understood. In the cited paper, two seconds are defined as a dangerous distraction time.
They also noted, that if there is detailed content on the screen, two seconds are a very
short amount of time to understand the amount of data. Ryu et al. therefore decided, to
keep the displayed menu simple. Their result can be seen in figure 2.1. They achieved this
simple design by using a layered design with symbols and sparse use of text. Addition-
ally, they decided to color code the screen. The user can quickly figure out in which state
the application currently is by simply recognizing the color. Also, they kept the gestures
simple. Only four gestures were implemented. This has the advantage that the user does
not have to learn many new ways to interact with the application, but also makes it easier
for the application to understand the gesture. Especially in the car, error handling can be
difficult. This is because the application has to tell the user first what went wrong, the
user has to understand that and figure out a solution to fix the situation. If the application
misunderstands a gesture, it can be complicated for the user to understand that some-
thing went wrong. This distracts the user enough to create a dangerous situation. In the
described paper, Ryu et al. suggest to combine multiple interfaces in a smart way to keep
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2.2 Multimodal interfaces

distraction low and still please the user.
The automobile sector is one of the major industries pushing the development of VUIs.

This is because entertainment functions in cars are growing rapidly. Also, the dangers of
distraction from the view to the road are very obvious, so customers are actually willing
to pay more for features like speech recognition in the car. Because of this reason, all major
car manufacturers develop multimodal interfaces for their vehicles. Additionally, major
technology companies try to port their systems for mobile devices to cars [35] [5]. This
pushes VUIs used on smartphones as well, because it is usually the same system used in
the car and on the phone.

Smartphones and personal assistants are the second major industry pushing the de-
velopment of VUIs. All of them have in common that there are particular situations that
require different inputs for multimodal applications using also a VUI. Smartphones are
used all the time, so there are more use cases. However, not all of these situations match
use cases for every single users. A helpful example would be a cooking application [36].
The user must be able to browse recipes using the display before start cooking. While
preparing and cooking, the user most likely prefers to not use the screen to get the next
required step. This is especially the case, when the user does not only has to look, but also
provide input or scroll to see the next step. During the cooking process, many users do
not have clean fingers or cannot stop doing what is currently required. This is only one
of many use cases, where another form of input can help. In this particular use case, the
smartphone can either recognize a gesture or use a VUI to communicate with the user.

Multimodal interfaces are important for this thesis, because they often use VUIs to com-
pensate the weaknesses of other interfaces. However, VUIs have weaknesses of their own
which are described in Chapter 4. For example, long lists cannot be presented well using
speech synthesis. Therefore, other interfaces should be used. Furthermore, multimodal
interfaces often provide uses for today’s applications using VUIs. This is the case, because
VUIs still have a high error rate. To compensate this, application designers often include
an alternative way of presentation and / or input. This chapter first explains the term
multimodality in more detail. Then, methods are shown of when to use multimodal in-
terfaces. This chapter also includes helpful information about which interface to use for
which type of content.

2.2.1 Multimodality

The term multimodality describes the fact, that there is more than one interface that can be
used by the user. Multimodality does not limit the number of user interfaces but generally
are presented using only two different interfaces. Using more than two UIs normally
seems to be too much to handle and distracting for most users.

There are two main groups of multimodal interfaces. The first one covers a combination
of a variety of input methods, such as speech, touch, pen, gestures or body movements.
This first group is the most popular. This is because there are usually problems when
entering data into a device. There are situations that require a different form of input, for
example hands-free situations.Hands-free situations are situations, in which the user is
unable to use her / his hands. The second group of multimodal interfaces covers com-
binations of output systems. They are rarely used combined with the first group but are
starting to become more popular, too. Often, the combination of VUIs and GUIs is due to
their positive synergistic effects, redundancy and an increased bandwidth of information
transfer. Also, it is said to improve the mapping between the communication medium and
the content [98]. Multimodal interfaces also help to support time-sharing and attention
management in many different situations [10] [50] [66] [105] [84].

Good multimodal interfaces should consider the CARE properties [115]:
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• Complementary

Ideally, all used user interfaces must work together efficiently. It should be possible
to use all user interfaces simultaneously. This is often accomplished by using differ-
ent interfaces for input and output. The user interfaces must support each other and
cannot use completely different styles or functionalities. Otherwise, the cognitive
load is too high for the user and, as a result, the user gets distracted and confused.
In the worst case, the user stops using the application.

• Assignment

It must be clear which UIs the user is currently interacting with. There are different
ways of how a user interfaces can be selected. In some situations, only one interface
is available. There are also differences in how the active user interface can be selected.
Sometimes, the application chooses an interface, in other situations the user selects
the currently active user interface. In all kinds of situations, it must be clear which
the currently active interfaces are.

• Redundancy

A big advantage of multimodal interfaces is that information can be show redundant.
This should be done carefully. However, in some situations it can be required to
display data in a redundant way. VUIs for example are very volatile when it comes
to the display of information. Therefore, important information should be shown
in redundant ways. As a result, the user can still perceive the information without
performing an extra action even if he / she missed it in the first place. If information
is shown in a redundant way, it must be made sure to show the information only in
the same temporal window. This meets also the requirements of the complementary
property.

• Equivalence

This property describes the ability to accomplish any task by using any interface.
It is often difficult to meet this requirement and it depends on the situation, if it is
important to the user experience to support it. The user should be able to choose
from different interfaces if they are offered.

The CARE properties do not have to be met, but they help creating usable, multimodal
interfaces.

In case of multimodal interfaces, “The process of integrating information from various
input modalities and combining them into a complete command is called multimodal
fusion”. The opposite, a multimodal system that disaggregates data on multiple interfaces
is called multimodal fission [21]. Usually, a well-designed multimodal system aims for
multimodal fusion regarding both the input and the output interfaces.

Moreover, there are many research papers considering the use of multimodal UX en-
gines which handle the states of more than one UI at the same time. Those research papers
aim to obtain multimodal fusion. Multimodal fusion can be seen as an additional layer
between the UI and the application itself. One research that considers this aspect is the
research conducted by Jinwoo Kim, Jae Hong Ryu and Tae Man Han who suggest a new
system to handle multiple UIs in in-car-based computer system [60]. Research in this
field is required because car manufacturers have still not found a good solution for a
non-distracting UI. As they ascertained, the trend goes towards non-touch based systems
because they distract the user less than touch-based systems.

The system of Kim et al. can handle four different UIs. There is an interface for touch,
voice, gestures and knobs. The result of their work is a multimodal UX engine which
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behaves as a single interface to the application level but can handle all interfaces separately.
It can also be multitasking. They tested the system in a special laboratory to measure the
distraction of the driver from the street with their system combined to common touch
based systems. The result shows, that the average time of distraction has decreased using
the system proposed from Kim et al. As a result, the system would possibly reduce crashes
in real cars.

As shown through this example, multimodality helps to increase the UX. It can prevent
the user from too many distractions while increasing the amount of information delivered
to the user (or to the customer). These are the main goals that can be achieved using
multimodal interfaces.

2.2.2 Usage to lower cognitive load

In most use cases, applications are built to help solving a problem. However, the user
still needs to concentrate and control the application using an interface. The degree of
the concentration required to do this is known as cognitive load [88]. Sometimes, the
terms cognitive factor or cognitive or mental effort are also used [67] [30]. Since these
terms are generally used interchangeable, only the term cognitive load will be used in this
document.

Due to the design of a user interface, the interaction with an application can cause
high cognitive load. This happens in different situations which depend on the type of
the user interface. In general, users should not have to remember too many details while
interacting with an application. Additional factors that may cause cognitive load are too
many choices [45], an unclear interface design or time. The term cognitive load does not
include a stress factor but too much cognitive load can cause stress. “Stress represents
a psychological response state to a perceived threat or task demand and is in general
signalized by specific emotions such as frustration, anxiety and tenseness” [47]. The two
phenomena can occur independently. However, stress while using an application is often
related to cognitive load.

Cognitive load is required to process everything in the world around us. It can be
described as the amount of mental resources needed to process a certain task. Auditory
interfaces challenge the human memory in particular, because the information is non-
persistent. As a result, the user has to remember what was said before. Otherwise, the
context is unclear.

Therefore, VUI designers must respect the human cognitive resources. Users are some-
times new to topics, which requires more cognitive load to process the information. Fur-
thermore, they have to remember the context of the application and may are distracted
by other interfaces (in case of multimodal interfaces). To lower the cognitive load, design-
ers can use constants. Such constants are words that are used in the same way in every
conversation. They are not depending on a particular application or on a context. An
example for a constant is the word help. A user always expect it to provide more detailed
instructions on how to go on.

Additionally, consistency helps to lower the required cognitive load. Obviously, this
always relies on the context. It helps, if users only have to remember a few universal com-
mands. The number of commands should be small. Commands should be named clear
and work as expected. The VUI should use a consistent dialog structure and a consistent
terminology to give the user a more secure feeling while using the VUI. As result, users
feel more confident and exactly know what to expect.

Context also helps to lower the cognitive load. Therefore, the VUI should make sure,
there is enough contextual information [118] [9]. It is easier for people to connect new
information with existing concepts.
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Users, who are currently processing complex information may not be able to answer
questions. In normal situations, user only can remember seven items [80]. Therefore, UI
designers should never create UIs that require the user to remember more then seven
items. However, this is the general case. For VUIs, this number needs to be smaller, be-
cause users cannot navigate back as easily as on GUIs. Cohen et al. suggest to limit it at
already three items. Also, grouping items helps in this case. Broadbent found out that the
recall is best when items are grouped into groups of three or four items [11] [33] [104]. The
UI can make use of the fact that people remember best what was said most recently [8].

In general, designers should make sure that users are able to describe actions in their
own words. This way, users do not have to think about commands that the VUI uses.
Teaching users how to use a VUI is a process that takes much more time. Worse, this
technique can upset users and make them quit using the application.

The ultimate goal for a simple UI is to keep the cognitive load low. Achieving this
goal results in a better user satisfaction. Especially today’s mobile applications have to be
simple. If they stress the user, the user will uninstall it very quickly [109]. This is mostly
the case, because users have a wide range of options for applications to solve whatever
problem they have [107].

Multimodality is often used to reduce the amount of cognitive load. This is especially
the case, when the main interface is not suitable to present the data. A good example can
be seen in figure 2.2. The Google Assistant was asked to provide a list of the presidents
of America. The response of the Google Assistant is as follows: Presidents of the United
States of America include Donald Trump, Barack Obama, George W. Bush and others. As can be
seen with this answer, there are not all names read out. This would have been too much
cognitive load for most users because it would require to remember a large number of
names. Also, reading out the whole list would take much time. To solve this problem, the
Google Assistant combines a VUI with the existing GUI. There is a list of all presidents,
which the user can scroll through. Additionally, Google uses the GUI to provide a picture
for each president, rather than just the name. This makes it much easier, if the user is
looking for a particular list entry without knowing what exactly to look for. It is also
noticeable that the user gets suggestions on the screen on how to move on.

This example shows how the cognitive load can be lowered. The Google Assistant does
not read the whole list out. In this case, the user would have to remember all of the lists
entries. It is very likely that this takes too much time for the user. Like lists, there are
other forms of data that are not suitable to be presented using a VUI. Another prominent
example are maps and locations. Maps and also pictures are difficult to explain, even in a
human-to-human conversation. These are examples to show, how GUIs can support VUIs
if they are used as a multimodal interface. Also, VUIs can support GUIs. For example, if
a user is looking for a song, the GUI can only describe the song using text. An auditory
output is not possible. Changing to a VUI in that moment, creates a more fluent user
experience, because the user does not have to switch between the graphical description
on the GUI and the auditory channel.

As can be seen from the examples above, multimodal interfaces are usually used to
compensate the weaknesses of other types of interfaces. This is not only the case for GUIs
and VUIs, but also for all other types of user interfaces.

2.2.3 Designing for mobile devices

Multimodal design for mobile devices usually includes a GUI and a VUI. Due to the
existence of a front camera, an interface to recognize gestures would be possible as well,
but it is rarely used. Mobile devices have perfect preconditions for multimodal support.
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This is because in most cases, they have a touchscreen, a microphone, a speaker and a
front camera.

Figure 2.2: Response of the Google Assistant to
request to show a list of the American
presidents

This chapter concentrates on multi-
modal applications combining a VUI and a
GUI. Since this thesis describes the VUIs in
more detail in the following chapters, this
sections main objective is about the GUI
design.

When designing a multimodal applica-
tion, it is very important that the differ-
ent interfaces support each other and fit to-
gether. Often, the GUI supports the VUI.
Because the user has to concentrate on two
different interfaces at the same time, the
design of the GUI should be kept simple.
It supports the VUI by presenting the key
words or displaying data that cannot be
displayed using a VUI. In addition, GUIs
can be used very well to present confirma-
tions or for the purpose of disambiguation.
For confirmation, the user can just click OK
rather than confirming it each time using
the voice. This is a very quick and easy way
of confirmation. Because all of this is done
in the same time, the GUI should follow
guidelines to not be too complicated.

In general, the design of a GUI support-
ing a VUI should follow the same guide-
lines as every other GUI should follow.
However, simplicity is even more impor-
tant in this use case. Most smartphone
users are very comfortable with touch-
screens, because they were using them for
years. Even on hybrid devices with a physical keyboard, users prefer touch. When design-
ing the GUI, developers need to keep some rules in mind. The most important fact is that
users use their thumb in most cases to control the device. In conclusion, this means that the
important functions can easily be reached by the thumb. As Josh Clark explains, the place-
ment depends on the size of the screen. Nevertheless, all screen sizes have similarities, as
can be seen in figure 2.3. It is best to place the main functionalities in the bottom, middle
part of the screen. Unfortunately, this place is already occupied by main system functions
of most operating systems. However, the room above these main system function (a bar
on Android, the home button and a menu on iOS) can still be used. It additionally has the
advantage to be well reachable by both left handed and right handed users. Potentially
harmful actions such as posting something in public or transferring money should be put
out of the thumbs range. Then, they are more difficult to reach and are not hit by accident
very often.

Because the GUI is often not the main interface in a multimodal application, it is already
kept simple. In most cases it is used as secondary confirmation. Besides the rules men-
tioned above, designers should also keep in mind that the thumb will cover the bottom
parts when using functions at the upper part of the screen. Especially when an interac-
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tion results in changes on the screen, this is an important aspect. Users sometime do not
recognize that something changed as they cannot see it.

Another aspect which needs to be considered is the touch size. There are suggestions
made by each operating system on how large a touch target should be. Because of different
rendering and different screen sizes, this is often different depending on the operating
system. Microsoft for example suggests 33px, whereas Google suggests a minimum size
of 29px on Android. Apple suggests 33px for iOS applications [64].

Furthermore, Clark points out to create interfaces that require the least possible number
of clicks to achieve the goal the user wants to reach. Especially when using the GUI as
additional interface for a VUI, this should be a very important design goal as the user
must manage to switch interfaces. Additionally, requiring more clicks from the user can
be disappointing for the user [16].

Figure 2.3: Locations which can be easily reached with a thumb on a phone [16]

The quality of VUIs can be increased significantly by anticipating what the user wants
to do next. This is not only helpful for the VUI itself, it can also be used for suggestions
presented on the GUI. Because a tap on a button is always quicker than using the voice
again, this can save much time. It also increases the confidence the user has into the
application because a button is often very clear.

The Google Assistant makes heavy use of that. An example can be seen in figure 2.4.
The Google Assistant was asked to show the closest parks nearby. There are a multiple
noticeable things in the response provided.

First, the Google Assistant provides a map. It is helpful to display this kind of data on
the screen, because it cannot properly be presented using a VUI.

The second noticeable fact is the presentation of the list of results. There are only three
results shown. The reason for this is because showing more results would confuse the
user. Because the application combines a map and VUI, so a longer list would be too
much cognitive load for most users. However, the list ends with the entry More places.
This suggests that the search can be continued if the result is not satisfying yet. Each list
entry provides the name of the location, a rating and a picture. The picture is used as
a simplification, especially for users who are looking for a particular place they already
know. Additionally, the places are ordered by their distance to the current location. Google
assumes the user searches for places, because he / she wants to go there. This is the case
for most location searches, so sorting the entries by distance is useful. All results are
displayed in a place reachable by the user’s thumb, so a navigation can be started with
only a few taps.

14



2.2 Multimodal interfaces

Figure 2.4: List of closest parks provided by the
Google Assistant

The third aspect which should be no-
ticed in figure 2.4 are the suggestions of
what to do next. They are shown in a very
good position at the bottom of the screen.
It can be difficult to anticipate those sug-
gestions, depending on the situation. How-
ever, they simplify the interaction a lot.
One of the major problems VUIs have, is
that it is not clear what a user can do, be-
cause there is no hint like a graphical menu
that list all actions. This leads to the prob-
lem, that users may not know, what to say.
This situation can be solved by suggestions
on the screen. The VUI can also help the
user with reading them out as examples.
However, this should only be done to help
the user when it seems that she / he is
stuck. More information about how to help
the user and handle such kind of errors
can be found in section 4.3.3 and section
4.3.4. In figure 2.4, the reader can see that
the Google Assistant suggests to search fur-
ther or to select the closest one and get di-
rections on how to get there.

Single tap alternatives like buttons or
suggestions like this are very important
parts of the simplification of a GUI. Also,
autocompletion and type ahead functions
should be used whenever possible. A sin-
gle tap is always faster than typing or us-
ing the voice. So, if assumptions can be
made, they should be used. Another exam-
ple are input boxes for numbers like the quantity. Adding plus and minus steppers heavily
reduce the effort to increase or decrease the amount by single steps. It is obvious that this
only helps in certain use cases. It is up to the interface designer to decide whether it is
useful or not. Especially when using multimodal interfaces, it depends on the current use
case which user interface should be the primary used one. As Clark points out, single
taps are a very good solution, but sometimes it is not possible. Although many users are
comfortable with touchscreens, they are still not the best solution for writing long texts.
Paul Kinlan even suggests to minimize writing in every situation by saying that “I love
typing on a phone” was never said by a real person ever [64]. Deciding when to use which
interfaces and managing the transitions between the different interfaces is the main task
of the interface designers [16].

However, using a GUI and a VUI together creates new possibilities to interact with
an application. Cathy Pearl suggests a combination of both interfaces as follows: “For
example, if I ask, “What’s the capital of this state?” while pointing to Kansas on a map
of the United States, anyone observing me will know which state I’m referring to. A VUI
could do this as well by using the location of where the screen is tapped in conjunction
with the speech input. For a chess game, for example, the user could tap a space while
saying “move my knight here” [90]. In such use cases, the quality of the VUI needs to be on
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a very high level. Errors weight more, because it seems to be very clear what was meant to
the user. In conclusion, this means there is not much understanding for confirmations or
disambiguations. Applications using both interfaces like the ones describe by Cathy Pearl
are still pretty rarely used today. However, there are many uses cases where a combination
like this makes sense and creates an attracting user experience.
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Modern VUIs need to be conversational. Today, most VUIs offer only to understand spo-
ken commands and translate them into actions. Conversational design introduces a VUI
design that keeps track of what was said before. A conversation that relies on the knowl-
edge of all participants about what their history is one of the major aspects of creating a
more human conversation. Stanford professor Herbert Clark describes that the theory of
a common ground of a conversation is, that “individuals engaged in conversation must
share knowledge in order to be understood and have a meaningful conversation” [15].

A task that does not rely on other tasks and can be run on its own is called one turn
task. One turn tasks are the opposite of conversational design. There can be a sequence
of one turn tasks, but each task can be performed on its own. It does not rely in any
way on what was said before or on any knowledge about the user currently logged in.
These commands are what today’s systems usually offer. They are still useful to perform
commands a normal computer system would do. But since artificial intelligence systems
are growing rapidly, it is possible to integrate this intelligence into VUIs and create more
advanced systems.

The following conversation, dialog 3.1, shows how a user could possibly interact with
the Google Assistant. The data provided here depends on a real conversation conducted
for the purpose of this thesis. In this case, the Google Assistant was used on a Google
Nexus 5X mobile phone. Notice that each expression starts with the command Ok Google.
The expression was said after the Google Assistant responds with a sound indicating that
it is ready to listen to the user. To simplify the conversation, this command and the sound
are only transcribed the first time, when it is used to start the conversation. Furthermore,
the Google Assistant sometimes provides additional data shown on the phones screen.
If this is the case, there are additional annotations in the conversation (italicized and
surrounded by hyphens).

The conversation above shows a sequence of one turn tasks. None of the asked ques-
tions relies on knowledge of what was said before in the conversation. In other words,
each of the questions could have been asked without being part of this particular con-
versation. Additionally, the time of when the questions was asked does not make any
difference. The result would always be the same. All information needed to answer a
question is provided within the question.

Conversational means that there is a knowledge about what was said before in the
conversation. In addition, this knowledge is used to understand the question and / or
improve the answer. There are two levels of conversational design. First, there are conver-
sations that consider the short term history. This means, everything said in the existing,
currently ongoing conversation is considered for answers and can be used to improve the
answers responded to the user. Second, conversations can be based on what happened
days or weeks ago. This is more human, because humans usually remember the experi-
ences they had, even a longer time ago. Statistics about what was said earlier help as well.
Mathematical statistical processes help to reveal more details about the user’s preferences.
Those can be used to select better answers when responding to the user. Especially during
disambiguation, this data is very helpful [90].

The Google Assistant already supports these kind of conversations in some situations.
Figure 3.1 shows a sequence of an example dialog performed for this thesis. It shows, that
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Me
Ok Google

Google
–SOUND–

Me
How is the weather in Harrisonburg, Virginia?

Google
In Harrisonburg, it’s 23°C and mostly cloudy. Today will there be scattered thunderstorms
with a forecasted high of 27 and a low 18.

Me
Where is Harrisonburg, Virginia?

Google
Here is a map of Harrisonburg, Virginia.
–Providing a map on screen–

Me
How far is Harrisonburg, Virginia away from Dulles International Airport?

Google
Dulles International Airport IAD is 118 miles away from Harrisonburg by car.
–Providing a map with route on screen–

Me
What’s the population of Harrisonburg, Virginia?

Google
The population of Harrisonburg was 52,478 in 2014.

Me
What’s the zip code of Harrisonburg, Virginia?

Google
Harrisonburgs zip codes are 22801, 22802 and 22807.

Me
What are the most popular things to do in Harrisonburg, Virginia?

Google
Attractions in Harrisonburg include Explore More Discovery Museum, Shenandoah Val-
ley and others.
–Providing list with pictures–

Dialog 3.1: Sample dialog for a successful dialog

there are good approaches. However, it also shows that the Google Assistant sometimes
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struggles with tasks. There are six different tasks performed by the Google Assistant. All
of them can be seen in figure 3.1. Each task relies on the previous one. Firstly, the Google
Assistant is asked who James Madison is (a). It responds by reading out the beginning
of the related article from Wikipedia [59]. Secondly, the next question asked is about the
height of James Madison (b). It should be noticed, that the question does not directly refers
to James Madison by his name. Instead, the user refers to him as he. The Google Assistant
correctly assumes that he refers to James Madison, as this was the last male person the user
was talking about. This only works because the user was talking about James Madison
earlier. In contrast, starting the Google Assistant and asking the question How tall was he?
without any context of earlier conversations, Google responds by answering the question
who the tallest men currently alive is. The reason for this behavior is the design of the
Google Assistant. Because there is no context, it answers the question which is closed to
one asked and can be answered. The third question in figure 3.1 is about the birthplace of
James Madison (c). Google answers this question with both the place and the time when
he was born. Fourthly, the user asks how far this place is away (d). The screenshot shows
the second attempt asking directly for the place that was read out as James Madisons
birthplace earlier. The first attempt was the question How far is that away?, which was
directly asked after the answer where James Madison was born. It did not respond with
the correct answer. The pronoun where was not correctly mapped to the birthplace in
this case. Because of this reason, a more direct question had to be used. For the user, this
means that two separate questions are necessary. Moreover, to ask the second, more direct
question, the user has to figure out, what went wrong in the first place and also needs
to remember the exact place where James Madison was born. This is heavy cognitive
load for the user which does not result in a usable interface. The two remaining questions
are related to the place where James Madison was born. The fifth question aims to find
restaurants there (e). Google responds with a restaurant and additionally uses the screen
to show more information and quick links that help the user to navigate there, call or visit
the website. Lastly, the Google Assistant is asked for the opening hours of the restaurant
(f). Again, the pronoun it is replaced by the restaurant correctly.

As can be seen in this sequence, the replacement of pronouns already works well for
easy conversations. Such replacements are done in every conversation by humans. If
they do not work as expected, a user feels quickly annoyed. Moreover, the user has to
keep every replacement in mind and carefully replace possible pronouns by himself. This
work should be done by the VUI. Designers should therefore include strategies to replace
pronouns whenever possible.

Interaction which goes beyond one turn tasks becomes more human. A VUI designed to
act with this behavior is called conversational. To achieve this, there are some abilities re-
quired. The anticipation of what could possibly be asked next must be accurate. Therefore,
a good knowledge of the history what was asked before is important. Moreover, the VUI
system should be able to replace pronouns correctly. The replacement of pronouns relies
on the history of data hold by the system. This data is required because the system needs
to know what to replace the pronoun with. There are more items that can be important
for the replacement of pronouns. To replace a personal pronoun, it can be useful to have
a look to the contacts a user has saved. Also, this helps while disambiguation. The appli-
cation needs to keep track of every aspect that was said and save as much information as
possible. Therefore, multiple strategies can be applied. Section 5.3 gives an overview over
those strategies.
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Figure 3.1: Series of screenshots taken when using the Google Assistant to get more information
about James Madison
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Another important aspect are questions. To keep a conversation going, questions are
a very helpful instrument to do so. As Cathy Pearl points out, it is relevant for a good
conversation to keep the questions clear. Instead of asking Do you want to change it or
send it? a system should better ask What would you like to do: send or change?. By using
the latter one, the user knows that there currently are two options which can be decided
from. Staying with clear questions is especially important so the user does not feel lost
and does not know which options are currently available. To keep the questions clear, a
designer should never use rhetorical questions, because they most likely confuse users.
When designing a VUI, the designer has to keep in mind that the user has to remember all
options. This is required because the screen cannot be used to get an overview, in case the
user missed an option or forgot about one of them. Therefore, it is also necessary to keep
the number of options small. If the system offers many options, then it is better to give
the user freedom about what to say and mapping what was said to the available options
than reading all options out. On the other hand, the user can get lost with a design like
this. Therefore, VUIs carefully have to be designed to help lost users. Section 4.3.3 gives
more information about how to help a user [90].

Not only questions help to create a more fluent conversation. A VUI should prevent
overlapping speech and not use any filler words. Moreover, conversation markers help
user to navigate through a VUIs menu structure. There are different kinds of such markers.
First, there are markers for the timeline such as first, last, halfway there and others. Second,
a VUI should make use of acknowledgments like Thanks and Alright to give the user the
feeling that what said was understood. Lastly, positive feedback as for example Good job
can help to increase the confidence into the system as well as creating a fluent conversation.
Because they are often used in real human conversations, these markers help to create
more fluent conversations. Since the main benefit of VUIs is that users do not have to
learn how to interact with them, a more human VUI becomes automatically more usable.

3.1 Linguistic basics of conversations

To be able to create a usable VUI, designers must understand the principles of human
conversations. A lot of research has been made to analyze, how humans communicate
with each other and how they build up conversations.

According to Cohen et al. [17], conversations are a discourse with the language de-
scribing the understanding beyond words. Conversations always provide a context and
everything said in a conversation is therefore context-sensitive. The meaning of a sentence
often relies on what else was said in the conversation. By design, conversations are com-
municative. Their language follows certain principles in grammar, words and rules how
to create new words. These rules are different for each language, but they exist in every
language. Knowing these rules helps users to understand the meaning of a utterance.
Often conversations are based on conventions. Sometimes, conversations also include
a certain level of unconsciousness. This is the case because words are sometimes used
differently by several people. Richards says that a conversation “consists of exchanges
which are initiated and interpreted according to intuitively understood and socially ac-
quired rules and norms of conversational cooperation, which can in turn be manipulated
to create a wide range of meanings beyond the level expressed directly by the utterances
in the conversation themselves” [96].

Paul Grice defined four maxims that are required for a good conversation [45]. A good
conversation is based on the cooperative principle, which was introduced by Paul Grice
as well. The cooperative principle “refers to the fact that listeners and speakers, in order
to have a successful conversation, must act cooperatively” [90]. The four maxims defined
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by Grice are:

• Quantity This maxim relates to the amount of information provided in what is said.
It summarizes two other maxims. Firstly, a contribution should be as informative as
required for the current situation. Secondly, it should also not be more informative
than required. However, this second maxim is sometimes seen disputable. Grice
says, too much information is more a waste of time than a transgression of the
quantity maxim. Nevertheless, being over informative can be confusing or it can
mislead the recipient.

• Quality Each contribution should be true. This maxim also includes two sub max-
ims. The first one relates to what the speaker believes. According to Grice, the
speaker should not say anything that she / he does not believe is true. The sec-
ond maxim which the quality maxim is based regards the evidence. Grice claims,
that the speaker should not say anything, which lacks evidence.

• Relation This can be simplified by the fact that each contribution has to be relevant
for the conversation. This is a very open maxim which still opens a lot of questions
about what is relevant.

• Manner This maxim does not describe what was said, it describes how something
is said. This is a supermaxim of a set of different other maxims. Those include for
example to avoid the obscurity of expression, to avoid ambiguity, to be brief and
to be orderly. Depending on the individual and the situation, there might be others
that can be added to the list. In general, the speaker should be clear with what she /
he wants to say.

These maxims are, according to Grice, the basis for a good conversation. However, he
also points out, that, depending on the situation, some maxims can be more important
than others.

Especially for the understanding and the synthesis of natural languages, designers need
to understand the mechanics of human conversation. Natural language processing (NLP)
concerns the understanding of the speech itself, not of the action items correlating to it. As
described, NLP only considers the speech and therefore does not distinguish between a
single sentence and a whole conversation. The process of analyzing a whole conversation
is called conversation analysis (CA). Although the general opinion around 1990 was that
CA cannot be done by deterministic computers [69], this has changed since then [82].

The result of the CA can be seen in Schegloff’s adjacent pair model [102]. This model de-
pends on adjacent pairs which are connected to a more complex sequence. This sequence
is the representation of a conversation. Following Schegloff’s model, an adjacent pair is
characterized by:

• A sequence of two utterances, which are

• (preferable) adjacent

• produced by different speakers

• ordered as a first-pair part (1PP) and second-pair part (2PP) and

• typed, so that a first pair part requires a particular second pair part (or range of
second parts)
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A simple example would be a greeting. Both participants greet each other and create
a greeting-greeting sequence. Similar, goodbye-goodbye would be another example for
a simple adjacent pair. A simple question and answer situation, which is familiar from
frequency asked questions (FAQ) or search engines can be represented by using adjacent
pairs. This is because the question can be represented by the first-pair part and the answer
can be represented by the second-pair part. To create a conversation, the adjacent model
can be extended. Schegloff calls this process expansion. The sequence can be expanded
to an arbitrary length using additional adjacent pairs. There are three different positions
where in the structure that are possible for the expansion: pre-expansion, insert-expansion
and post-expansion.

Figure 3.2: Expansion with adjacent pairs [102]

Moore et al. give a good example for the
expansion [82]. Their example can be seen
in figure 3.2. It is noticeable, that there is
a base adjacent pair which represents the
action defined by the utterance. The pre-
expansion defines the dependencies for the
first-base part, which is then produced by
the speaker. The recipient then either man-
ages the dependencies or repairs the base
first-pair part. With doing so, the recipi-
ent generates the response to the main ac-
tion which was initialized by the speaker.
The speaker then has the chance to manage
dependencies or to perform repairs based
on the base first-pair part or on the base
second-pair part.

Dialog 3.2 gives a practical example of
this process. The first adjacent pair (lines
01 and 02) describes the preconditions. The
question cannot be answered directly, so
there is an expansion necessary to clarify
the situation. This is done by asking an-
other question. In line 03, the confirmation

indicates that the action can be performed. The action results in a way to the requested lo-
cation, which can be seen in line 04. Both the lines 05 and 06 are used as the post-expansion
pair.

It is obvious, that this is only a simple example of an expansion. This example contains
only a single expansion. However, each of the adjacent pairs, meaning the pre-expansion
pair, the inserted pair and also the post-expansion pair can be expanded to arbitrary
lengths.

01 Hello, what is the shortest way to the bus stop?
02 Do you mean the bus stop in Main Street?
03 Yes!
04 Okay. Just follow this street and turn left. It is right at the corner.
05 Thank you.
06 You’re welcome.

Dialog 3.2: Example dialog for adjacent expansion

Each of the pairs usually helps to create dependencies necessary to create the action
items. If something was not understood correctly, any participant (speaker and recipient)
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can initiate a repair. A repair aims to correct troubles might occur during the utterance. It
is represented by different wording which repeats something that was actually already
said [101].

As Moore et al. point out, the usage of adjacent pairs which make a conversation able
to be expanded, is the major difference between dialog systems and information retrieval
systems. In comparison to information retrieval systems “only dialogue systems, with
sequence expansions and repairs, can provide support for user understanding of that
information” [82].

The adjacent model is one of most important models regarding conversations. Never-
theless, there are many other theories bothering the subject of conversations. To help VUI
developers, Google simplified the process of a conversation into six steps [43]:

1. Opening a channel and setting up common ground

This happens when participant A sends a message to participant B to initiate the
conversation.

2. Commit to engage

Participant B agrees to have a conversation with A.

3. Construct the meaning

Both participants share ideas and connect through them. They are might using
different contexts in this step. This can be a previous conversation but also any
other type of context. Context are often unspoken.

4. Evolve

Based on their interaction, either A or B or both obtain something new based on
their conversation

5. Converge on agreement

Describes the result of the conversation. The participants either agree on something
and have a positive result or they might try to repair the conversation if not.

6. Act or interact

As a result of the conversation, there is always a functional action or the achievement
of an unconscious goal.

Those guidelines simplify conversations, but they are the main parts of each conver-
sation. Although the steps described above are defined by Google, they are similar to
Schegloff’s definition. Opening a channel and agreeing to participate in a conversation
(steps 1 and 2) can be seen as pre-expansion of the actual conversation. The construction
of the meaning (steps 3) can be seen as the inserted pairs between the main action items.
Because this step may requires more information, it can be expanded as well. When the
participants reach the evolvement stage (step 4), they basically reach the point which is
described by Schegloff as the base second-pair part. Finally, the agreement and the action
items (steps 5 and 6) can be seen as post-expansion. They can be expanded again, because
they may require repairment processes.

There is more research about the mechanics of conversations, but most of them are
based on Schegloff’s adjacent pair model. Further studies concerning the behavioral roles
of members [97] [51] [22].
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3.2 Turn taking

3.2 Turn taking

When designing a VUI, it is very important that the system recognizes when it is it’s
turn to speak. To start the interaction, most VUIs use a keyword. Examples are Amazon’s
Echo with the command Alexa [1], Google’s Assistant using the command OK Google [38],
Apple’s Siri can be activated using Hey Siri [6] or Microsoft’s Cortana with the command
Hey Cortana [75]. Some can also be activated by tapping a button on a GUI. For example,
this is not possible with Amazon’s Echo, because this device does not have a screen.

Besides that the initiation can be seen as turn, a turn in a conversation is usually the
point, when the role of the active speaker changes. Therefore, one participant of the con-
versation has to stop talking followed by another participant who starts talking. In a
simple version with only two participants the participant who is listening has to realize
that the speaker has stopped. Then, the floor is open. So the listener is now able to become
the speaker. In a conversation with more than two people, the participants have to master
another challenge because it is often not clear who the next speaker will be. This will be
discussed later in this chapter.

It is possible, that a participant starts to talk even if there was no turning point reached.
In most cases, this is considered to be rude and impolite [90]. However, there are other
situations that justify the interruption of another speaker.

Based on Sacks, Schegloff and Jefferson, the theory uses Turn-Constructional-Units
(TCU) to mark turning points. After each TCU, there are three different possibilities how
the conversation can go on. Firstly, nothing can happen and the conversation comes to
an end. Secondly, another person can continue the conversation. In this case, the current
speaker can select a person to continue. This can happen by asking a direct question to
another participant of the conversation. Moreover, the current speaker can only address
another person by using their name. It is obvious, that the speaker also can leave it open
who should speak next. Finally, the conversation can be continued by the same person
as before. In other words, the current speaker selects himself as the new speaker. The
possibilities described above are from a speakers point of view. However, listeners can
also influence the conversation flow.

Each listener has choices and can influence the turn taking of a conversation. First,
each participant can simply wait until the turn is offered. Second, a listener can wait at
a possible turning point for the speaker to continue (no change of the speaker). Third, a
listener can decide to speak when the floor is open. Fourth, any listener can interrupt the
current speaker, even if this is considered as rude behavior. Lastly, any participant can
also decide to speak even if the floor was offered to someone else. Similar to interrupting
someone, this can also be considered as impoliteness.

Who takes the turn is in real conversations often also influenced by non-verbal cues.
Obviously, these cannot used when building a VUI, except the interface uses an avatar.
An avatar is a visual representation of the VUI. It can be a still image, a prerecorded video
or an animated cartoon. As Cathy Pearl says, there are also nonhuman avatars which look
like monsters or other familiar shapes [90]. Pearl also points out reasons, why to use an
avatar and why not. There are positives and negatives listed in her book “Designing voice
user interfaces” (see chapter 3 in [90]). Edlund / Beskow show, that non-verbal cues are
very important and result in longer turns. Additionally, people who are using non-verbal
cues take the turn much faster than people who do not use non-verbal cues [25].

Before someone takes the turn, there are differences in behavior as well. People can
decide to start speaking as soon as possible, even if that means that they interrupt other
speakers. They can also wait for the current speaker to stop or add a pause, before they
start speaking themselves. As Gerritsen and Claes found out, this behavior can be different
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in other cultures [26] [14]. For example, Germanic speakers often start when another
speaker stopped, while Roman cultures tend to start as quickly as possible. In contrast,
Japanese speakers usually add a short pause before starting to speak. This behavior should
be considered when designing a VUI. Fortunately, this behavior is strongly connected to
the language the user is currently using.

In case, any participant decides to start speaking before the current speaker has finished
his point, the conversation overlaps. This phenomenon is called overlapping speech. Ter
Maat and Heylen point out, that overlapping speech is not always a bad situation [71].
Overlapping speech can result in a breakdown of the conversation, but it does not have to
crash the conversation. It is often used as a backchannel, mainly to ask questions, express
agreement or to make suggestions. As Schegloff says, there are different options for the
current speaker to handle the situation. Firstly the current speaker can stop speaking,
which is often considered to be more warm, passive and submissive. Secondly, the speaker
can continue normally with his speech. Lastly, the speaker can raise the voice and speak
louder. This is mostly considered to be unfriendly, aroused, disagreeable and rude [100].
To find out, what feelings participants of the conversation have, Ter Maat and Heylen built
a simulator, to create different conversations [71]. The behavior of the participants can be
described using an extended markup language (XML) file. The results were not evaluated
automatically. Instead, the results were evaluated by real people who were listening to
the audio files.

To summarize the situation, turn taking is an important topic and should be considered
while designing a VUI. The turn taking behavior has a great influence to the UX. It can
also influence the persona of the VUI. As a result the way people think about the VUI and
their feelings may be influenced by the turn taking behavior. It is important to create a VUI
that behaves as human as possible. In conclusion, the VUI needs to meet the expectations
of a certain culture for each language (if the VUI should support different languages).

3.3 Avatars

Whenever people hear a voice for the first time, they imagine how this person could look
like. Obviously, this only happens, if only the voice is present. This is important, because
the voice needs to fit to the person it belongs to. In nature, this is almost always the case.
But when designing an avatar, it is usually designed for a voice and a certain use case.

A persona, or avatar, is the mental image of a person. They can be used as visual rep-
resentation of a VUI. They usually appear on a screen. If the team decides to provide an
avatar, it is important, to carefully design avatar and voice together. The wrong persona
will seem awkward and confuse users.

It is a complex decision, to decide whether a VUI should be visualized or not. To decide,
it could be a good idea to imagine, how a system could be visualized. It also depends,
on what the system recognizes. If the VUI often turns requests into search requests, it
is not recommended to user a very human avatar. Instead, an abstract representation
can be used. This indicates that something is going on, without being too personal. The
Google Assistant or Siri implementing such visual representations. But often, avatars are
not required. In contrast, they sometimes even distract people [90].

If designed correctly, an avatar acts as a metaphor of the system and as the role of the
VUI. Its design heavily depends on the context. If the VUI serves a business aspect, the
avatar must be designed to seem trustworthy. A young girl for example would be the
wrong choice. Designers also need to keep in mind, that the brand and also its image are
closely connected to the persona. An avatar should also designed to serve the end users.
The user need to talk to the persona and therefore has to like it. As a result, designers
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should keep in mind, who their target audience is and what the mindset of the users is.
Ideally, a persona should be developed before the VUI. This ensures the consistency

with the application content. The definition of a persona should start with a predefinition,
followed by a biographical sketch. Then, designers can add vocal attributes. Looking at a
photograph while designing the avatar is often helpful [17].

3.4 Chatbots and personalized assistants

The core of a VUI is the script. This text has to be generated. Obviously, a VUI also covers
the aspect of understanding spoken words and replying to them, but the core is about
understanding the meaning of what was said and replying to that in a proper way. As a
result, VUIs can be simplified by skipping the speech recognition and replacing it with
text as input. Similar, the speech synthesis, which is the normal output for VUIs, can be
replaced by generating text. The text has to be generated anyways, but a VUI additionally
reads it out and therefore uses a voice.

In contrast, chatbots only understand the text and produce text as an output. In other
words, chatbots are simplified VUIs. Chatbots are text based tools which let users accom-
plish tasks in a conversational manner. Therefore, bots (short for robots) use, in most
cases, artificial intelligence to understand what was said, perform a task and generate a
proper response to the user. If artificial intelligence is not sufficient enough, applications
are sometimes supported by humans to complete tasks.

Bots became very popular, because they are the first step towards a conversational UI.
Because many people are used to text and especially to typing on a phone (over 2.5 billion
people have at least one messaging application installed on their smartphone [23]), they
are used to a text based interfaces. This is one of the reasons why many users are willing
to use chatbots. Another situation that leads to the current good position of text based
bots is the enormous amount of mobile applications. As David Marcus, Facebook’s vice
president of messaging apps, says: “People don’t want apps for every single business
that you interact with. They want the ones on your homescreen and that’s it” [92]. This
situation gets worse, as the average application size gets bigger [111], but space on phones
is still limited. This is where chatbots can help. Because messaging applications already
provide all the requirements a chatbot needs, they are the first candidates to be extended
to chatbot applications. Examples for this are WeChat [72], Telegram [108] or Facebook’s
Messenger [27]. Instead of sending a message to a real human, a bot answers. As a result,
users do not have to switch to another application to accomplish their tasks. As Google’s
messenger Allo shows, they also can be included in a conversation with real humans and
support with tasks [37].

For developers, it is also easier to develop chatbots than developing a whole application.
This is because a developer only needs to define the content. The UI and the design of
the interaction with the user is already designed by the chatbot application itself. This
results in easier and faster development processes. The downside is that developers lose
the opportunity to customize the look and feel of their application.

Unfortunately, bots are not always a solution. Not every use case can fit into a text
based application. The fact, that chatbots are now able to not only support text as output,
does not change so much [46]. Chatbots suffer from the downside, that they require a lot
more taps than applications that are made for a special use case. Dan Grover compares
the use case Ordering pizza by using a chatbot and an application, which is made to order
pizza. The result is 73 taps in the chatbot versus 16 taps in the application. Also, using
an applications lets users accomplish their tasks faster, as everything is clearly structured.
In a chatbot, the user always has to read text, which slows down. Therefore, chatbots are
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obviously more flexible compared by their content [46].
Chatbots can still be useful in many use cases, mainly because people are used to type.

Also, chatbot applications like WeChat try to support users by designing more possible
types of answers. They also try to improve the interaction by giving the developers more
options to design the interface, so users do not have to type every action and can be
offered with customized buttons instead.

The term personal assistants collects different varieties of VUIs and chatbots, but all
of them have the ability to respond with personalized responses. Therefore, data about
the user is necessary. This data can come from existing user profiles or from previous
conversations. It does not make any difference, if the input and output is covered by
speech (as in case of VUIs) or by text (as in case of chatbots).

3.5 Impact to the user experience

VUIs change the ways how users interact with modern applications. Not all applications
are qualified for the usage of VUIs. This is heavily based on the underlying data. Today,
after VUIs have gained a lot of attention, many applications just try to implement VUIs
only for the purpose of having a VUI.

However, with a good strategy and a thoughtful design, almost every application can
be improved by offering VUI interactions. Designers should be careful and only use VUIs
when really needed. If applied correctly, VUIs change UX so that the user has a real
advantage.

The first major advantage for most users is that they can describe tasks in their own
words. This simplifies user interfaces, because users do not have to search in overstuffed
menus for the action they want to use. Applications can therefore kept simpler and still of-
fer many functionalities. In addition, this helps users that are new to applications because
they do not have to search for actions, which they sometimes do not even know the name
of. The interaction with more complex tasked can also be simplified using VUIs. Secondly,
VUIs enable applications for hands free usage. This enables the user to use the application
even when using the hands for other purposes such as driving or cooking. This enables
many applications to be more present in every life situation. Especially personal assistants,
such as Amazon’s Alexa, that aim to be available whenever needed benefit from this fact.
Finally, applications can make use of multimodal interfaces to interact with users in the
best way possible. Users can even chose their preferred way of interaction.

In contrast, the usage of VUIs changes the branding strategy for companies. Their main
branding option is now the voice and not a logo. Although, commonly used sounds can
be reused to identify the product efficiently. In contrast to commercials, VUIs often only
offer the possibility to brand their product by the voice. The choice of the voice is therefore
significantly important.
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The design of a VUI is a complex process. This chapter explains the main steps of this
process. Additionally, this chapter will help the reader to figure out what good VUI design
is about. This chapter describes the design of a VUI in a high level of abstraction. This
design step includes the description of what should be said, which words should be used
and which scenarios are supported. This chapter therefore does not cover the technical
implementation. Detailed thoughts about the implementation process can be read in
Chapter 6.

4.1 Requirements analysis

The decision to develop a VUI can be made because of different reasons. Similar to any
other product, the requirements need to be defined before the development starts. Re-
quirements result in a specification, which is important so that each member of the team
knows what exactly should be the product. The first part of this section is about general
requirements analysis. However, the latter part is mostly about specific topics that concern
the development of VUIs.

Requirements are defined as attributes that a software must satisfy. These attributes are
defined prior to development. They not only concern the functionality of a software, they
can also describe different other characteristics that the product can have. Examples for
this are security, performance or availability.

The organized and structured methodology followed to identify the resources a system
need to serve these requirements and the necessary characteristics for these resources is
called system requirements analysis (SRA). This process includes the design and selection
of these resources. The motivation for this process is driven by the interest of management
to keep the risk of failure low.

In general, SRA can be seen as the translation between the user needs and the actual
design of the application. This not only includes the interfaces design, it regards every de-
cision made towards the architecture of the application. This process is necessary because
the field of information technology (IT) has grown too much. As a result, people needed to
specify on certain areas. SRA decomposes the user’s needs in a way, that special tasks can
be created. These tasks can then be organized and assigned to engineers who are specified
on this particular field. This is also necessary because software products become more
complex. In almost every case, they cannot be handled by a single person anymore. As
a result, tasks are grouped by their specification and assigned to teams. The big problem
is consequently divided into multiple smaller problems, which can be handled by fewer
people. Jeffrey Grady describes this process as follows: “[...] we decompose because we
are organized into specialized engineering organizations driven by competition and our
limitations and because we are limited in the scope and complexity (breadth and depth)
of a problem that any one person can master” [44]. Not only for software projects, this has
resulted in a three-step production process: First, the problem needs to defined. After the
problem is clear, the second step is to find a solution for the problem. This second step
is often divided into three sub processes. Solving the problem mostly starts with finding
an engineering solution. This technical solution has to be translated in manufacturing
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needs and supplier needs then. The final sub process then manufactures the solution. The
third and final step of the overall process is to prove, that the solution actually works.
This includes quality assurance and the evaluation that the solution solves the problem
as planned [44].

System requirements analysis concentrates on the whole system. However, the most
important aspect of a VUI is the user. Therefore, this section concentrates on user require-
ments analysis. This process is highly influenced by user centered design (UCD).

Figure 4.1: UCD in context
[68]

UCD emerged from the awareness that usability is not
a subjective view of a single developer. However, UCD is
a methodology emerged from human computer interaction
(HCI) that helps both designers and developers. It puts the
user in the center of the requirements analysis and conse-
quently in the focus of the development. This ensures good
usability and removes ambiguities. It is also not subjective.
To the contrary, it is based on ergonomics, psychology, an-
thropology, and many other fields. In general, it relies on data
which is determined by studies. This data additionally helps
to limit assumptions and statistically proves what users are
doing. Also, UCD is about more than design. Aesthetics are
important, but UCD mostly cares about the effectiveness for
the designed purpose. Towards most managing opinions,
UCD is not a waste of money. If applied correctly, it helps sav-
ing money. However, also developers feel bad about UCD.
This is because caring and observing about users results in
the feeling, that the product is not moving forward. In addi-
tion, hearing criticism is hard for most people. This is why
developers often see UCD as a distraction. Instead, many de-
velopers would prefer to write new code or learn about new
application programming interfaces (APIs) and frameworks.
But UCD can help saving money by implementing the user
needs and not something else. It is as important as writing
new code. Additionally, conducting a survey creates a dis-
tance from the current task. This can help seeing problems
from a different perspective and, as a result, solves them in

an easier way. User centered design takes care of the problems at their root. Only looking
at bug reports does usually not help. Instead, developers have to stay in contact with
users and think of other possible problems. Sometimes, users simply misunderstand the
application. Therefore, the requirements must be defined in close contact to actual users.
Furthermore, UCD helps to concentrate on the user’s needs instead of distracting the
developers. As a result, the planning moves from user requirements to technical require-
ments and not the other way around. This often happens, as developers tend to see the
technical problems first. As can be seen in figure 4.1, UCD is a sub topic of HCI, which
concentrates on the interaction between humans and computers. It is a sub topic of us-
ability, which concerns the human interaction with every device. The result of UCD is an
increase of the UX. This is because developers concentrate on what the user wants and
not how to solve only the technical problems. The user often does not care about how
the problems are solved. For users, it is more important to have an easy solution. A good
UX represents an easy solution. If UCD is used correctly, it saves much money because it
prevents big change request in a later development cycle [68].

The combination of system requirements analysis with UCD results in user require-
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ments analysis. As the previous explanations suggests, it concentrates on the requirements
important for the user. This is the basis for the development of a VUI.

For VUIs, the user requirements analysis is slightly different. Due to the different tech-
nologies and ways of interaction, the designers need to plan in other ways and consider
other constraints. Cohen et al. define three main topics that VUI designers need to take
care of: Understanding the business, understanding the user and also understanding the
application [17]. These topics were initially defined for interactive voice response (IVR)
systems, however, they are still valid and widely applicable across the software industry.

At first, designers must look at the business they are designing for. There are many
topics and questions that need to be considered:

• Business model This part is all about the motivation why the company has to build
the VUI. Understanding the business model can help to improve the UX. The moti-
vation can be divided in the primary motivation (the main reason for development).
However, there are usually secondary motivations as well. An example for a sec-
ondary motivation would is replacing an existing system.

• Corporate context Designers have to think about how the VUI fits into the product
portfolio of the company. How can it be combined with other services the company
offers? Are there overlapping functionalities?

• Corporate image Companies always trying to build a corporate image. This image
is perceived by potential customers and mainly directed by the marketing strategy.
If a new VUI is created, it has to fit into the corporate image.

• Schedule and rollout planning Obviously, the management’s schedule has to be
considered when analyzing the user needs and defining the requirements. Not all
requirements can be met in a defined time frame.

• Metrics From requirements, metrics can be defined. These metrics are then used
during the development process to measure, how good the requirements are being
met.

• Planning of beta test Especially for VUIs, an early beta test is essential. Only real
users can give designers an impression on how good the design of the conversation
actually is. Therefore, the beta test phase has to be planned early.

Besides the business itself, the most important issue for VUI designers is to understand
the users. The necessary data to understand the users is in many companies already
present and can be provided by the marketing department. If this is the case, designers
should start with this data. Sometimes, especially when developing a new product or
when developing without a big company, this data is not available yet. Then, the de-
signer have to think about their potential customers even more precisely. Cohen et al. also
defined categories of questions that designers have to think about when analyzing the
requirements. They divided these categories into two groups: First, the user profile. This
means, everything that is known about the future users. The second groups concerns the
usage of the VUI. The following list gives an overview about questions designers should
think about, when analyzing the user profile:

• Target group Who is the target group of the VUI? There are more details about the
target group that matter. For instance, this can be the demography, and, if there is a
specific demography, what matters to this group. It is also important to know if the
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target group is only a single group or if it can be segmented into different segments,
which have to be treated differently.

• Dialect or jargon If all the users have a common background, it is sometimes the
case that they use a specific jargon or lingo. The VUI has to be prepared to under-
stand these specific words. If all users come from a certain region, dialects can be
expected as well. This can also give hints as how to address or meet the interest of
special age groups.

• Tech sophistication Designers should think about the sophistication of their users
about technology. If it is the case that users are expected not to be familiarized with
technology then, more explicit explanations are necessary. It is good to think about
the users experiences with technology as well.

• State of mind Users will sometimes only use the VUI in a particular situation. If this
is the case, it is important to think about this situation. Is it time-critical? Is it mission-
critical? Are users dealing with money or valuable transactions? On the other hand,
users can also only use the VUI for entertainment. The amount of seriousness needs
to be resolved and this, in turn, influences the dialogs and the design of the VUI.

• Self image Almost all people have a self image. To prevent unexpected behavior,
this image should be considered while designing the VUI. If the target groups un-
derstands itself mostly as young and hip, the VUI has probably a different wording
than if the target group are mostly people understanding themselves as business
people.

• Mental model In some cases the VUI serves a functionality that users already know.
This can be because of another VUI system, but also because of other modalities.
It should be clear, that the users have to know how to interact with the data. This
helps, figuring out how they predict the VUI to work.

• View of brand This point concerns the users current perception of the brand. This
is mostly the case, if the VUI is part of a larger software product and also if the
user already knows the brand. This often leads to expectations which the designers
should be aware of.

The second category concerns the usage of the VUI. This is very important, because
designers have to make sure that the user feels comfortable while using the VUI. The
following are categories that should be considered when analyzing the requirements:

• Reason for usage The main reason for the usage of a VUI is the most important
thing to understand. It helps designing menus, error messages, help messages and
more. Additionally, it gives information about how often features are used and how
important they are.

• Single usage vs. repeated usage How often a system is used has direct impact on
the design of the VUI. Use cases that are rarely used usually need more explanation,
whereas a user who repeatedly uses a system gets familiarized with the system
quicker and learns what to do.

• Level of attention For instance, a VUI designed to use while driving, must consider
that people may not fully concentrate on the VUI system. They should concentrate
on driving. Therefore, the designers need to keep everything even simpler to avoid
distractions. Considerations like this one always needs to be a part of the design
process.
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• Channel and environment Today, most VUIs run on a phone. But they are also
available on desktop computers or on devices like Amazon’s Echo, which do not
have a screen. The channel therefore needs to be considered. It also helps to figure
out how the environment will be. Sometimes, the designer already knows, that there
are noises to be expected in the background.

• Voluntary vs. involuntary usage Especially when people call and use IVR systems,
designers should keep in mind that customers sometimes expect to talk to a real
person. This especially is the case if their concern is serious.

• Other systems Modern VUIs make heavy use of multimodality. As a result, the
VUI depends on other systems as well. Obviously, other systems on which the VUI
depends on need to be considered during the planning process as well.

It is obvious, that the view of the company is very objective. Not all questions can be
answered and, if they can be answered, they only can be answered from the perspective of
the company. This problem can be solved when using surveys, focus groups and studies.
However, this is very expensive and takes much time. Nevertheless, if the data is available,
designers should use it. Often, this data is available in big companies that are already
spending much effort on marketing. Observational studies are also often a good resource
of information. They can be used, if call centers are available. Then, designers can listen
to phone calls to get an impression on what people ask, how people describe their issues
and what their preferences are. Additionally, it helps to interview the customer service
representatives. Designers do not get an unbiased impression this way, but these people
can provide data observed over a much longer duration. They can help with typical
confusions or misunderstandings of users.

Besides understanding the business and the users, the design team also needs to under-
stand the application itself. This means, all the details of the application must be clear to
everyone. Therefore, designers should think about the following questions:

• Tasks and sub tasks A detailed description of each task that the application sup-
ports. Additionally, the input given by the user and the output produced by the
system should be documented.

• Task complexity For each task, it also recommended to analyze the complexity. This
result in the amount of commands needed to accomplish a certain task. Additionally,
the complexity includes how much the user needs to learn to be able to use the
application.

• Recognition challenges Tasks can sometimes be challenging. The reason for this
can be the data itself. Problems like large list or long sequences of numbers should
be identified early and be documented in the user requirements. Often, there solu-
tions are already available. It just needs to be considered how to develop them. For
instance, splitting long numbers like credit cards in groups of four digits is com-
monly used. The VUI should know this. Also, it is recommended to use check sums
whenever they are available. This always helps to validate data.

• Application environment Especially if the application depends on other system
such as database systems or server calls that require an internet connection, design-
ers need to think about the expected latency (delay). The application needs to handle
cases, when the connection takes longer than expected.
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• Other technologies VUIs may be used for different methodologies that can influ-
ence the design. For example, a VUI can also be used to identify the user currently
talking. This result in different requirements for the application. In cases where
other systems may be involved they also need to be thought of when defining the
requirements.

The requirement analysis is the first step of the development process. Defining the
attributes of a software is essential and so it is for VUIs as well. This section points out
questions and aspects, designer should think about while defining the requirements. The
questions help, to think about all potentially important facets that can might influence the
application’s design. It is clear, that not all topics are relevant for each application. This is
always depended on the particular use case. The requirements definition is the input for
the next step: the design of dialogs on a high level.

4.2 High level dialog design

This section describes the second step of the development process of a VUI. The result
of this process is a script of all possible dialogues that the VUI should cover. Therefore,
the user requirement analysis is used to figure out, which functionalities are needed. The
purpose of the high level dialog design is to find a way to cover these requirements using
speech.

There are three main methods to create dialogs: sample dialogs, visual mockups and
flow diagrams.

Sample dialogs are a very cheap and easy to use design tool. Such a dialog represents
a single task of the application. It consists of a dialog between two parties, the VUI and
the user. The dialog goes back and forth between those two participants. Cathy Pearl
compares it best with a movie script [90]. Dialog 4.1 is an example for a sample dialog,
picked from the development process of the application which is also part of this thesis.
This process is discussed in more detail in Chapter 6. The following example starts with
the VUI, reading out a chapter of the story. For the purpose of better readability, this story
is shortened.

VUI
[...] looked at his friend and then back to Joni, who was in front of him and blocking him.
How do you want the story to continue: shoot or pass?

User
Shoot!

VUI
Joni was not a good player and it was easy for Ahmed [...]

Dialog 4.1: Sample dialog for a successful dialog

This example represents a situation, where the user acts as expected. Not every single
use case needs to be covered by sample dialogs, but the main functionalities should be
covered. Sometimes, it is difficult for designers to start, because there are many dialogs
that can possibly occur. In this case, a good way to start is to think about the five most
common use cases. These can then be scripted as sample dialogs. In addition to every
successful dialog, designers should also think about what happens in case the user is not
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understood or simply does not say anything. The next example, dialog 4.2 is also taken
from the development process referred to earlier. It shows a sample dialog if the user does
not say anything.

VUI
[...] looked at his friend and then back to Joni, who was in front of him and blocking him.
How would you like to continue: shoot or pass?

User
–silence–

VUI
Oops! Please say that again.

User
–silence–

VUI
How do you want the story to continue: shoot or pass?

User
–silence–

VUI
Tap a button on the screen to continue

Dialog 4.2: Sample dialog for a failed dialog, in which the user simply does not say anything

Dialog 4.2 shows a situation that require error handling. Section 4.3.4 describes these
kind of situations more precisely. This sample dialog is an example for an unsuccessful
dialog. As can be seen in this example, it was the plan of the designer to ask the user
first to repeat the answer given before. If the user still does not say anything, which is
the case in this example, the VUI repeats the possibilities the user can answer. This is
done, because it is may possible that the user missed or misheard the options that are
available. If the user still does not respond, it is most likely that the user is not in front of
his device anymore, just does not want to answer or cannot answer because the situation
does not allow speaking loudly anymore. To prevent the VUI ending up in an endless
loop of asking the user for questions, it just asks the user to use one of the buttons shown
at the GUI. In this situation, a graphical hint is also shown on the GUI to indicate that the
user should use the visual buttons. This helps, if, for example, the speaker was muted and
the user cannot hear any of the help given through the VUI.

These are only two variants of this dialog, which is the core functionality of the appli-
cation developed during this thesis. There are many options, how the dialog can change.
For instance, the user can start speaking again after the VUI asked to repeat the first time.
Additionally, there are a lot of options on how to word the answer. The user can simply
say the command suggested by the VUI, but can also use her / his own words to para-
phrase what should be said. Mapping these answers is a problem that will be covered in
section 5.3.

Sample dialogs are very flexible, because they can applied to the development of every
VUI. It does not matter if the VUI only understands commands or if it is able to understand
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and manage whole conversations. Sample dialogs can always be used.
After writing dialogs, it is best to read them out loud. This gives a first glimpse of how

the VUI possibly sounds like. In some cases, spoken language sounds much different than
it looks like when it is written. At first, this can be done by the designer on her / his own.
After they are finalized by the designer, it is important to read them out with another
person. This is relevant to get a feeling for the interaction with the VUI. Each of the people
involved in this conversation imitates either the VUI or the user [90].

The second, very important tool for designing dialogs on a high level are flow diagrams.
They are best used after a few sample dialogs were written. Flow diagrams generalize
the sample dialogs in many cases. They illustrate the flow of the application state and
can be compared to call flow diagrams [53]. As a result, flow diagrams display all ways
a user can take to accomplish a task using the VUI. The generalization therefore treats
all possible answers, a user may give. Usually, they are grouped in only one way of the
flow diagram. An example would be an agreement. The terms OK, yes, yea and sure can
all be grouped to a single path in the flow diagram representing the agreement. This path
is then named with only one of the possible answers. Similarly, the responses given by
the VUI are only examples for a group of possible answers. In most cases, data changes.
Since data depends on the exact example, it is not a problem to generalize it.

Figure 4.2: An example for a simple flow diagram

Figure 4.2 shows an example of a flow diagram. It represents the sample dialogs de-
scribed previously in dialog 4.1 and dialog 4.2. As can be seen in this example, flow
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diagrams consist of a starting point, a sequence of processes and forks which result in
different branches and an ending point. Processes, represented as quadrangle, contain a
sample response of the VUI. This is a sample, because the wording can be different due to
variation or different data. Paths between processes represent what the user says. Similar
to what is said by the VUI, these terms are grouped. One of these groups is shoot. The user
does not necessarily has to say the exact word “shoot”. Depending on the implementation,
phrases like “I want him to shoot”, “make a shot” or even “kick the ball” are covered by
this branch. All of these phrases would recognized the same way by the VUI and lead to
the same node. This flow diagram shows only a small snippet of the whole VUI, which
is highly interwoven in this case. Therefore, reaching and ending point here means that
the process starts again, with the application reading out the next chapter. This is also
indicated in this diagram.

This is a very simple example. Especially for more complex VUIs, flow diagrams help
to structure the dialogs. It is then helpful, to organize functionalities into different flow
diagrams.

High level dialog design also includes steps to decide whether a dialog should be able
to use multimodality or not. Especially if the designer judges that it is suggestive to use
multimodality, this process also answers decisions on when to use another modality and
how to use it. Because this is mostly the screen, decisions have to be made on what to
show on the screen in certain situations so that all modalities fit together.

Especially if VUI and GUI teams are separated, it is important to use visual mockups
and wireframes, to clearly exchange the ideas. VUI and GUI designers must work closely
together to ensure a fine user experience. GUI designers usually care about the layout
first. This is often done by creating wireframes. They represent the skeleton of a GUI, only
concentrating on the layout. This is done without the usage of concrete content. Instead,
boxes and sample texts are used. Often, wireframes are designed without color. They are
only about the rough layout [34]. Figure 4.3 (a) shows a wireframe for the player of the
application developed during this thesis. The player is the visual representation of the
VUI in this application. As can be seen in this wireframe, there are no images selected yet,
neither are texts. It only shows the position of the images, headings and buttons. This can
be used as basis for discussions about the layout and for further, detailed work.

In contrast, a visual mockup shows the product closer to how it should look like when
it is developed. There is a wide range of mockups. They can be professionally designed
and look exactly like a screenshot or designed similar to wireframes but with real content.
Obviously, there are many levels in between. Which one should be used always depends
on the situation. Often, changes on existing GUIs can be shown by a professional mockup,
because screenshots of the existing software interface can be manipulated easily. In case
of a new GUI, this requires much more work. Therefore, it is often only used for larger
professional projects.

A mockup is a more detailed wireframe with concrete data and images close to the
final product design. It is obvious that there is a correlation between the wireframe and
the mockup. The mockup is based on the wireframe and extends it with more details. Of
course, designers can differ from the wireframe, if they realize, that the user experience
suffers while designing the mockup [34].

The contrast between a wireframe and a visual mockup can be seen in figure 4.3. This
figure is divided in two sections, (a) shows the wireframe and (b) the visual mockup.
The reader can easily realize that both are correlated to each other. However, the visual
mockup (b) shows many more details. Real texts are used, icons are used and, the style
of buttons is more detailed and includes colors. It is noticeable, that a mockup is closer
to the final design and therefore closer to a specific platform as well. For example, the
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design guidelines between Android and iOS differ dramatically [87] [81]. This starts at
the layout, but also includes different icon and font styles. As a result, different mockups
are necessary for different platforms.

Figure 4.3: Difference between a wireframe and a mockup

Mockups and wireframes are important for VUI designers, because they need to know
how the GUI will look like to make sure that the VUI fits to the GUI. The teams need
to work closely together and mockups are one of the most important ways to exchange
ideas.

Cathy Pearl additionally mentions prototyping tools in her book [90]. These tools help
setting up a simple prototype. They are just emerging. Starting from examples, the de-
signer provides the input on how to create messages. The designer can add parameters
and an actions that should be executed. This is a quick and simple alternative to test, how
a VUI feels like. Noticeable tools are api.ai [123], wit.ai [124] and Nuance Mix [18].

This section covered the basic tools to create dialogs at a high level. The results of this
step of the development process are the input needed for the next steps. These include the
detailed design of the dialogs. This step will be explained in the next chapter. High level
design decisions are also important as a basis of decisions regarding technical questions.
A more technical overview will be given in Chapter 5.
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4.3 Detailed dialog design

After the dialogs are designed at a high level, they need to be elaborated. Therefore, the
designers have to take a closer look to the dialogs themselves. The goal is always to create
dialogs that are as natural as possible so that the user does not have to learn anything
new. However, people are constantly using new ways to interact with UIs. Although, this
always takes a while until users are familiar with new interaction ways. This happened
to common gestures used with touchscreens and will also happen with VUIs [16]. In
the meantime, VUI designers have to make sure people can use what they are used to
when communicating with other humans. The overall goal of a VUI must be to provide a
benefit. Therefore, good quality is necessary. Until now, the main focus was on the speech
recognition. Today, this shifts more towards conversational dialog design and NLU [90].
The design principles aim to minimize cognitive load, maximize efficiency and clarity and
ensure a high accuracy [17].

Detailed dialog design concentrates on the correct wording at first. This is even more
important if the VUI does not have a visual component. Especially in this case, it is very
important that dialogs are kept short and easy to understand. Therefore, data and options
should be displayed short. If a screen is available, it can be used to display more complex
data. But if not, the user should only have a few options to choose from. Options can be
shortened by reading out only two items and telling the user that there is more. Another
strategy to avoid this situation is to simply do not offer any options at first and only
give the user options on how to go on as help. Then, the VUI obviously must be able to
parse much more possible inputs. It also depends on the users knowledge. If the user
already knows enough about the application, then she / he can easily interact with it in
the absence of any given options.

For lists, the number of items can easily be reduced by asking a few questions before
displaying them. As a result, lists are filtered. Additionally, the lists can be read out faster,
if the user only has to review the data. If the user should be able to select or edit an item,
lower reading speed helps the user to keep track of the data [91].

A good dialog design makes it clear to the user what to do next. Therefore, if the VUI
asks a question, this question should be placed at the end of the response. For instance,
there is a big difference between “What should Ahmed do? Shoot or pass?” and “Ahmed
can either shoot or pass. What do you want him to do?”. The latter output puts the
question to the end. This prevents the user from directly answering the question. This
is the main problem. Because most users tend to answer questions straight away, they
interrupt the VUIs output.

If options are available, they should be clearly presented. Designers should therefore not
present more than three choices and keep the explanations brief. However, the explanation
does not have to be short each time, because designers cannot assume that the user knows
what to do (especially for new users). If complex tasks can be accomplished through
the VUI, they need to offer enough possibilities to get help. Users should be able to ask
anything and get sufficient explanation. To not confuse the user, only questions necessary
should be asked by the VUI. As a result, designers should find out, if the data really needs
to come from the user or if it can be received in a different way. An example for this can
be the type of a credit card. By asking for the card number first, the system often can infer
the type of the card because it is coded into the number. Additionally, a question for data
should only refer to a single piece of information at a time. This helps to not confuse the
user. Instead of saying “Please tell us your credit card information. We need the credit
card number, the expiration date, the name of the cardholder and the security code.” the
VUI should ask: “OK, we need your credit card details. What is your credit card number?”.
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Note, that the latter expression also includes a question whereas the first one does not.
Questions help the user to know when the system’s turn is over and when the user’s turn
starts. User prompts also help, if it is not possible to ask a question. Those expressions
also should not contain any special texts or shortcuts. If these are necessary, they need to
be explained. Tech or legal terms should be avoided.

When reading information out, it should be done so in consumable pieces. For example,
letting the user review the credit card information, the VUI should not read out all the
information at once followed by the question “Is that correct?”. Instead, similar to the
input, each piece of information can be checked at once. This could be something like
“The credit card number is 1234 5678 1234 5678. Is this correct?”.

The VUI should also never blame the user for doing something wrong. Since there are
no limitations, VUI designers need to expect the unexpected. Speech is an unconscious
activity. As a result, users do not think about the choices they make, their pronunciation
or their sentence structure. Additionally, the user should always have a way out. On a
desktop, the user can easily close the window. Because this is not possible using a VUI,
the user must have an easy way to return to the main menu or start over. Also, designers
should expect users to ask for help.

Furthermore, it is noticeable, that designers should always rely on text, not on intona-
tion. Intonation can change due to the used text to speech (TTS) system [1].

The biggest design challenge when interacting only through sound is that the data is
non persistent. This means that after the data is presented via the speaker, it is gone. In
contrast, a screen shows data for a much longer time. Also, the user has no possibility
seeing what the system has understood. As described in section 2.2, this can be compen-
sated by the usage of multimodal interfaces. Even a small screen can significantly reduce
cognitive load, if it is combined effectively with the VUI [17].

The details of the dialog design is mostly about the language. It is important that words
are carefully picked, because they are always context sensitive. Especially when connect-
ing utterances to a full conversation, the cohesion between single expressions is important.
It is the glue that keeps the conversation together. In spoken language, it is very important
that pronouns and time adverbs are replaced with information given before. Also, it is
important to use discussion markers. These help to keep track of where the conversation
currently is. There are a few categories which should be used to structure dialogs [93]:

• Enumerations like first, second, for one thing, to begin with, next, lastly ...

• Reinforcing such as furthermore, moreover, in addition, above all ...

• Equative for example equally, likewise, similarly, in the same way ...

• Transitional like by the way or now

• Summative like for example then, in conclusion, to sum up ...

• Apposition such as for example, for instance, that is ...

• Result like hence, so, therefore, somehow ...

• Inferential like else, then, in that case ...

• Reformulatory like for example better, rather, in other words ...

• Replacive for example alternatively, on the other hand ...

• Antithetic like instead, in contrast, by comparison ...

40



4.3 Detailed dialog design

• Concessive such as anyway, besides, however, still, yet ...

• Temporal like for instance meantime, meanwhile ...

• Attitudinal actually, strictly speaking, technically ...

Making sure dialogs contain those words help the user to orient in the dialog structure.
Cohen et al. call this conversation management. It can be used to gently indicate the user
what the next step is. Additionally, expressions like by the way can be used for just in
time instructions. Using the word Oh indicates a cognitive mismatch and can be used
to indicate that something was misunderstood. If people recognize the word Oh they
feel not blamed and accepting that something went wrong. Designers should make sure
to not use it too often [103]. Expressions like actually are considered to be the real truth
and can be seen as a reaction to go forward. It is also used to indicate other options
and to recover from errors. If more than one option is available, designers can make use
of the term otherwise. It mostly indicates unpredictable options. User feedback is very
important, telling the user that what she / he said was understood, can simply be done
by starting with the word Okay. Letting the user know that she / he was understood is
considered polite and so is being sorry. If something goes wrong, the VUI should be sorry,
as humans would be as well in this situation. Designers should be careful with the word
must. It indicates a social, interactive meaning and carries also a logical, probability. It is
very strong. Often, it can be replaced so it is still available for very important sentences.
In contrast, may socially means asking for permission. Its logical meaning is to indicate
possibilities. Therefore, designers should be aware of its usage.

These words are all English. However, it is important to note that similar words exist
in every language.

Not only the words are important, the sentence structure is also. Open-class sentences
leave room for other information and speculation, whereas closed-class sentences do not.
The designer should tend to use close-class sentences, but this is up to the particular
situation. In general, the old information known from previous parts of the conversation
is called “topic” and the new information in a sentence “subject”. What comes last in an
expression is automatically in the focus of the listener (End-Focus Principle), so designers
should make sure that the subject comes last. As a result, listeners remember the new
information better. A tool to achieve this is the usage of active or passive voice.

Designers should be aware of differences between spoken and written language. There
are usually words in every language that are only used either written or spoken. In English,
one of these examples is that and this. That is used in spoken language, but this points
forward and is therefore not usable in spoken language, because the listener does not
know what comes next. Additionally, especially in spoken English, contractions should
be used because they are more natural. There are also differences in grammar which need
to be considered. For example, in English there is a difference between the future forms
will and going to. Whereas will indicates a spontaneous action, going to usually points out
planned intentions and shows, that the future is on the way.

These guidelines help to create better dialogs in general. However, there are some
specific aspects designers have to consider. These will be explained in the next sections.

4.3.1 User confirmations

The user needs feedback. Because the user cannot see what the input was, the VUI must be
able to confirm what was understood. The problem is, that not every transaction should
be confirmed. Over-confirming drives people crazy and should always be prevented. As
a result, designers should make sure that actions of high consequence (publicity visible
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/ money or other people involved) will be confirmed by the user [1]. This means, that
the system explicitly has to double check the action or at least will be asked without a
reaction.

A good work flow for designer is not to use a confirmation and then think about what
would happen if the action goes wrong. Depending on how bad the consequences would
be, designers can then decide to provide feedback on different forms. An additional screen
can help providing feedback in an explicit, but not too bothersome way. A screen could
also be the best choice, if the type of information that should be confirmed cannot be
described good using speech.

In general, there are two types of confirmations: explicit and implicit confirmations.
Explicit confirmations asked the user directly to confirm, such as the expression I heard
set the timer, is that correct? does. Only if the user confirms, that what the VUI understood
was what the user actually meant, the action will be performed. In contrast, implicit
confirmations encourage the user to interrupt, if something was misheard. An example
for an implicit confirmation would be: OK, setting the timer. This expression repeats what
was understood and performs the action. If the user did not want to set a timer, this can
be easily undone. In this case, the user could also quickly say, that the action should be
canceled.

Deciding when to use which type of confirmation is usually up to the designer. This
decision can be made for every single dialog, but can also be decided depending on
the confidence of the speech recognition system. The results of the speech recognition
are usually ordered by their confidence or contain a value of confidence. For example,
the system can ask for implicit confirmation if the confidence is higher than 80 percent;
use explicit confirmation if the value is between 80 and 45 percent and tell the user that
nothing was understood if the confidence is lower than 45 percent. These values obviously
need to be adjusted depending on the situation.

Depending on the system, there are other ways of confirming the action. For instance, if
the system controls the home, turning off the lights can just result in turning of the lights.
If this goes wrong, due to misunderstanding, it is not a problem for the user. If everything
is as expected, the user can actually see that the lights turned off. This does not have to be
confirmed separately. If it takes a few seconds, no confirmation is needed in such cases. In
case there is a delay for more than a few seconds, the user should still get a confirmation.

Generic confirmations like Okay already help to create a more conversational VUI. De-
velopers can randomize them and add them to many dialogs. This gives the user a more
conversational feeling and also the safety that what the user said was understood.

Especially if the user inputs complex information, it is helpful to use a screen to display
the data and let the user confirm. Users mostly cannot remember more than seven items,
even if they said them themselves. The visual confirmation gives the user also more time
do decide, if the data was correct [90].

4.3.2 Stop detection

To create a natural and fluent conversation it is very important to detect when one par-
ticipant has finished speaking. Then, it is required to take turns in the conversation. The
timeout in which nobody speaks and which marks the turn is called “stop”. Unfortunately,
detecting stops is not always easy. Human speakers vary the duration of steps depending
on the conversation. A good VUI has to recognize this.

The VUI needs to be trained on the duration of pauses and when to detect stops. Oth-
erwise, this results in an awkward dance of starting and stopping the speech recognition.
The normal timeout should be around 1.5 seconds. However, it should be flexible since it
is different in various states. Sometimes, users need to read out complex data and pauses
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to group the data. This is for example the case when reading out a credit card number,
which is usually naturally grouped into four digits. The VUI need to be able to wait longer
in such cases, so the time between stops needs to be flexible. The timeout itself therefore
depends on the data.

A no speech timeout (NSP) describes the end of the conversation. This is the case,
when nobody says something for a longer time. A recommended duration is ten seconds.
Sometimes, NSPs are unexpected and should result in error handling. If the VUI detects
multiple NSPs in an unexpected step of the dialogs, this indicates that the user is stuck.
Then, the VUI should provide some additional help. Developers should try to keep track
of NSPs and figure out, why they happen. Designers also can think of their dialog design
and imagine, what would happen if the user simply does not say anything.

In contrast to a NSP, the user also can speak too much in a short amount of time. This
is normally the case because of limitations of the speech recognition software. In general,
this is called too much speed (TMS). If this happens, the VUI should gently try to give the
user hints to shorten the input [90].

4.3.3 Helping the user

One of the major problems of VUIs is that information is volatile. The user cannot look at
it as long as she / he wants to. After the information is displayed, it is gone. This requires
special actions as the user might not get all of the information which was presented or
could not understand everything. In many cases, the user therefore needs to get help.
This can be done by providing more information about what is expected or by providing
examples.

Another way of helping the user is by using disambiguation. This is mostly necessary
because humans are not always clear and VUIs run into the same problem. There can
be different cases, in which the VUI needs to disambiguate. First, there can be a lack of
information. The VUI then simply has to ask for more information. Second, there can
be too much information or multiple answers that might match. Designers then have to
decide, how to handle these situations. They can decide to simply take the first matching
answer, reject all possible answers or disambiguate by focusing on one answer and asking
the user again for clarification. Which way to choose is up to the data and to the confidence
of the accepted answer.

In general, the user should not be told every specific constraint. Instead, the VUI should
give the user the freedom so that the user can indicate her / his answer defined in the
user’s own words. If something goes wrong, the VUI can try to automatically correct the
input or disambiguate. Figure 4.3 shows an example of such a case. The user tried to call
a person, but the VUI realized that there are two different phone numbers that match.
Consequently, the VUI does not know which one to call. There is a lack of information.
The VUI then asks the user to provide more information: “Call Ingrid, sure. Mobile or
home?”. Additionally, this disambiguation is supported by displaying both options at the
screen. The user has also the option to use the screen as an input method by tapping the
preferred number. In case the user does not say anything or does not provide the needed
information, the VUI tries to help the user with a more detailed help message. In this case,
Google Assistants output was: “To keep going, just say which phone number you want to
use. For instance, you can say the first one”. If the user still does not answer in a helpful
way, the VUI tells the user to use the GUI by saying “Go ahead and tap one of the options
on the screen”.

If a user does use the words either, neither or nor, the VUI has hints to decide on which
answer it should decide for. It can also use these words while outputting information
which increases the credibility of the system.
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(a) Audible disambiguation with simple
support on the screen

(b) Disambiguation with hint on the screen
after no input

Figure 4.4: Disambiguation on the screen

Also, the user should never have the feeling that she / he has been left hanging. If
the VUI needs information, it should ask for it. As long as the dialog continues, the VUI
always needs to give the user a hint for what is expected [90].

Helping the user also includes making sure, that the user can ask for help in all situa-
tions. Expressions like I’m confused, Uggh or Where am I? should immediately trigger help
for the user.

4.3.4 Error handling

Another result of volatile information is that a VUI needs high-quality-error-handling
capabilities. In the best case, it should not be visible to the user that an error has occurred.
However, today’s speech recognition technologies still do not have high enough accuracy.
As a result, good error handling is essential for an acceptable user experience. In addition,
designers should keep in mind that errors count much more than successful workflows.
Therefore, designers have to understand that neither humans nor machines are perfect
and this should be understood by the user. In fact, every error is recoverable. Abi Jones,
design lead at Google, describes this fact as follows: “When you talk to a human being,
there is never an unrecoverable error state” [90].

There is a set of common errors. First, the VUI can reach a state, where no speech was
detected. The solution is then to ask for more input (speech) explicitly. This should be
done, if the VUI is audio only and not supported by a screen. If there is a GUI available,
it might be an option to do nothing and wait for the user to react. Second, speech can be
detected, but not recognized. Then, the user should be asked to repeat what was said or
the VUI can remain silent, so the user repeats her- / himself. Third, a common error is
to recognize the speech but not being able to match it and not having an answer. This
should be avoided in all cases. Lastly, the VUI can recognize the speech in a wrong way.
An incorrect recognition can happen, if the automatic speech recognition tool returned
the wrong text. This can sometimes be avoided by working with N-best lists as results,
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so the VUI does not depend on a single result from the speech recognition. However, in
this case, the user must be able to correct the VUI. Most users do anticipate the next step
and therefore realize, if the VUI recognized something incorrectly and behaves in another
way than expected.

If an error occurs, it needs to be escalated. There are several ways to do so. For example,
in a first step, the user could be asked to say the city and state. If this does not result in
an acceptable answer, the VUI can give an example. For instance, the VUI could help by
saying Please provide the city and the state, like in Los Angeles, California. For most users, it is
easier to copy patterns than to understand them without examples. If this does not work
either, the next step is to ask the user to write (if a GUI is available) or spell it. In all cases,
the user should never be blamed [90].

The first challenge is to find out, what the problem initially was. A common cause for
errors is an expression, which is not grammatically correct. This means, that whatever the
user said, could not be matched to the grammar defined by the VUI designer. If the VUI
still accepts false speech recognition results that can cause serious problems. Obviously,
the best case is to prevent errors, which is described in section 4.3.1. If the cost of a fail
is low, the worst that can happen is that the user loses a few seconds. If the user is able
to barge-in, which means to interrupt the VUI speaking, this is most likely even less.
Recovering from errors is then easily possible, because the user tries to correct the VUI by
her- / himself. From time to time, it is also recommended to confirm grouped items. This
increases efficiency and also the confidence in the system itself. Designers and developers
also must make sure that the VUI recognizes if the user is doing the same mistake over
and over again. This should result in a more detailed error message, so the user realizes
what was done wrong. Additionally, VUI developers should keep track of cases like this
(e.g. in log files) so designers can react to possibly misleading dialogs.

The most important aspect is to understand the root cause of an error. This can be the
dialog where the problem is discovered. However, these kinds of errors can usually be
corrected by the user itself. It is more problematic if the root cause lies in previous dialogs.
Then, it is often not very easy to figure out where the problem comes from.

If the user runs into a problem, it is not very helpful to describe the problem in more
detail. Instead, the VUI should offer the user help so the process can go on. This can be
done by showing another way out of the problem.

In general, errors can be handled by giving the user more specific help about what is part
of the grammar definition and what went wrong. Then, the escalation is for more details.
It is helpful, to provide examples in these cases. This procedure is called progressive
prompting [121] [118]. If it is clear, what to say, then the VUI can also perform a rapid
reprompt. This is a short expression indicating that the system did not understand what
the user said and none of the options which were possible could be matched. The easiest
way to indicate this is the expression I’m sorry. This gives the user no detailed information
about what went wrong and therefore sometimes requires an extra step. It should also
not be used in open questions because the user has too many options to answer. However,
rapid reprompting can be used as general first level error handling. If the user still has
trouble, the VUI can then give a more detailed help message. Whenever rapid reprompts
are used, their wording should be diversified. Rapid reprompts are in most cases preferred
by users as shown by some experiments run by nuance. The results of these experiments
are shown in figure 4.5. It shows, that 80% of the users prefer rapid reprompts.

The user should always have the possibility to escape, with commands that are already
known. If an error is already known, a second error of the same type, which is occurring
again, should be handled in a different way. This can be alternative wording. After an
error occurred for more than the second time in a row, the VUI should offer another way
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Figure 4.5: Result of user’s preference regarding error recovery [17]

out of the situation [17].

4.3.5 Voices and intonations

The output of the VUI is not only about the wording, it is also about how something is said.
Today, speech synthesis is good enough to create different voices and / or intonations.
These should be used, so that the VUI fits in the use case it should fit in.

As David Crystal [20] points out, language carries both a verbal and a nonverbal mean-
ing. The nonverbal meaning describes the prosody. It helps the user focus on what will
be heard and also helps to get the right context. This is done by giving aid to identify the
grammar structure. It is often the case, that the same words have different meanings. Then,
intonation and / or grammar can be used to clarify the meaning. Also, the intonation can
mark the important parts in a sentence.

Stress in the context of intonations can change the meaning of words. It is defined as
the variation in loudness that differentiates strong and weak syllables. It helps the users
keeping track of the conversations. This is because stress can be used to highlight the new
information in a sentence. As a result, it gives designers more options to structure their
output.

There are many default patterns, which help to create a more natural VUI. These pat-
terns vary from language to language. In this document, only the most important ones
will be mentioned. The most common patterns are:

1. Rising-Falling, final: usually indicates declarative sentences

2. Rising: indicates questions, that can only be answered with yes or no (polar ques-
tion)

3. Rising-Falling, non-final: this pattern is used in more complex sentences

The intonation is especially important when concatenating messages. Lists, for exam-
ple have different intonations depending on the position of the item. If another item is
following, the intonation rises. For the last item, it falls. Polar questions, which can ei-
ther be answered with yes or with no, are usually indicated by a rise of the intonation.

46



4.3 Detailed dialog design

In contrast, questions asking for more complex information are implementing pattern 1
(rising-falling, final) when asked for the first time, but using pattern 3 (rising-falling, non-
final) when asked for the purpose of repetition or clarification. Either-Or questions are
basically the same than lists with only two items and behave in exactly this way regarding
their intonation.

In written language, pauses are indicated by commas. Obviously, this is not possible
in spoken language. As a result, there is additional silence needed after nonrecognition
messages or if there are commas or colons. No silence should be used if between the end
of a paragraph and the beginning of another one. Also, some colons are purely graphical
and should not cause a pause. This is for example the case, if a time should be read out.
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This chapter describes the technological background of a VUI system. Because this system
is very complex, it can be divided into multiple sub systems. Each of these systems will
be described in this chapter. It is important to have a basic understanding of how these
systems work in order to put them together to the whole VUI system. Due to the focus of
this thesis, the components will not be explained in detail. However, the basic underlying
theory will be explained.

Figure 5.1: Overview of parts of a VUI application [13]

Figure 5.1 gives an overview about all the components that are typically part of a VUI.
Before the VUI starts its work, the user input must be captured. This can be done by the
application itself, but can also be part of the VUIs functionality. The audio result, in figure
5.1 referenced as user input, is the data that the VUI starts its work with.

The first step is the speech recognition system. It analyzes the audio file and outputs
the understood words. It recognizes the words. Usually, it has knowledge of a vocabulary.
Therefore, it is often necessary to configure the speech recognition module with the lan-
guage that should be understood. Modern speech recognition systems also analyze the
intonation of the speaker and return data about the speaker’s feelings. After the words
themselves were recognized, the next module takes over. The NLU module tries to under-
stand the words and checks, if the understood words make sense. This module can correct
the speech recognition, because it knows about the grammar and the semantic rules of
the language. Additionally, this module tries to understand the meaning of the words.
Therefore, the module combines the feelings and the words. The third step is reasoning.
The dialog manager (DM) is the heart of the VUI. It has a strategy to understand what
was said and decides how to respond to the input. The strategy therefore represents how
the VUI acts. Its result is the input for the next step: the response generation. The output is
the answer to the user. The response generation includes the creation of a text that will be
used as a response to the user. The last step is the speech synthesis. It turns the generated
text into audio. This audio is the output produced by the VUI and the response to the user
[13].
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The following sections describe these modules. Therefore, their internal functionality
will be described. Furthermore, these sections give the reader an idea of what can currently
be done and, more important, what not.

5.1 Speech recognition

The purpose of the speech recognition module is to translate auditory input into text.
Speech recognition is not speech comprehension. It only gets the text out of an acoustic
signal [13]. Therefore, the recognized signal must be interpreted. In this section, the word
signal will always be used to describe the auditory input of the speech recognition module.
The speech recognition only translates the signal into text. It does not check any semantic
or syntactic language rules. Due to this fact, it can occur that the result is not a proper
sentence that is based on the languages grammar. A correction of this is of course done in
later processing steps.

This chapter first explains the general technologies that are used to analyze the audio
signal and match the signal to words. This is the main purpose of the first subsection. In
a later part of this section, different speech recognition services will be compared. This
includes not only a comparison of their pricing and availability, but also a comparison of
their performance. This comparison is done due to the fact, that one of these providers
has to be used for the project described in this thesis (see Chapter 6).

5.1.1 General technologies

This section describes the general technologies that are the basis of most modern speech
recognition modules. Different speech recognition engines rely on different technologies.
First, there are differences which acoustic units engines use for recognition. Some use
words (especially if the vocabulary is small) and others use syllables to interpret the
phrases. Syllables are especially necessary for recognition if the vocabulary is large. The
underlying mathematical model is often statistically. Most modern systems are based on
hidden Markov models (HMM).

HMMs are one option to create a signal model. The term signal is here used to describe
every observable output of real world scenarios. A model helps to process the signal, learn
about the signal source without having the actual source available or to realize practical
systems, such as speech recognition. Signal models can be deterministic and use specific
properties of the signal. If not, the models are mostly statistical. Since most of the models
for speech recognition are statistical, these are in the main focus of this section. Other
types of statistical models are Gaussian and Poisson processes. However, this section
concentrates on Markov and hidden Markov processes.

Markov processes describe a relationship between N distinct states. In a simple model,
each state is connected to each other state. This can be seen in figure 5.2. If this is the
case, the model is called fully connected Markov model. Each edge is captioned with a
probability aij. It describes the probability of going from state i to j. Obviously, the sum of
all aij per state must be one. In addition, each aij has to be bigger than zero.

In a Markov model, the probabilistic description is only based on the current and the
previous state. This example describes an observable Markov model. In an observable
Markov model, the output is the set of states at each time where each state corresponds
to a physical event.

In contrast, the stochastic process of a HMM is not directly observable. It can only
be observed through another set of of stochastic processes that produce a sequence of
observations. If this case, the main questions on how to design the model are: What are
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Figure 5.2: A fully connected Markov model [94]

the states and how many states should be in the model. A HMM can be described through
five elements:

• N describes the number of states in the model

• M is the number of distinct observation symbols per state

• A is the definition of the state transition probability distribution

• B describes the observation symbol probability per distribution in state j

• π is simply the initial state distribution

A HMM can be used to generate observation sequences like O = O 1 O2 ... OT. There are
a lot of different ways because of many different states and many different probabilistic
values on how to change from one state to another. A compact notation for a HMM is
therefore often described as λ = (A, B, π).

In speech recognition, each word in the vocabulary gets its own N-State HMM. The
signal is recognized as spectral vectors. These vectors are represented by codes, which
can be mapped to the states. Training data helps to learn about the physical meaning of
each state. By comparing a model to all other models, new words can be recognized. The
word is then represented as the word whose model fits the best.

There are different types of HMM. The example described above shows a fully con-
nected HMM. This type of HMMs are characterized by the fact that each state is connected
with every other state. Depending on the use case, other types of HMMs may be more
useful. The left-right-model (or Bakis model) is often used for speech recognition. In this
type of model, no transitions to states whose indices are lower than the current states
index are allowed. In other words, there are no backward moves possible. Sometimes,
there are additional constraints added. One of these can be the limitation of the jump
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size. That means, that a forward move can only be made to indices lower than the current
index plus the maximum jump size. This type of model includes many more variations.

Other types of models are continuous observation densities, autoregressive HMMs and
more. An overview of them can be found in cite [94].

There are a few implementation problems, which could be solved in the past decades.
First, HMMs have problems with scaling. The computation quickly exceeds the precision
range of computers. Second, much training data is needed. Especially left-right models
cannot be trained with a single observation sequence. The third problem describes the
difficulty to estimate the initial parameters. HMMs have many local maximums. The best
initial parameter would be the global maximum, but it is difficult to set it to the local
maximum so that this local maximum is also the global maximum. Unfortunately, there
is still no sufficient answer. However, random initial states are adequate in most cases.
Another problem is the choice of the model size and the type. There is no answer for this
problem, each choice has to be made for every signal being modeled. The last problem is
missing training data. In the past few years, an enormous increase of training data was
observed. Today, much training data is available and this problem is obsolete.

While designing an HMM for speech recognition, there is another challenge: back-
ground silence. This can be be solved by detecting it and discriminating it, building a
model that includes the background silence or subtracting the background silence from
the signal [94].

There are other modeling approaches as well. Deterministic grammar approaches try
to describe the words as a graph. Unfortunately, the model is not very flexible. As a re-
sult, the recognition hardly understands malformed sentences. Additionally, designing
the grammar is very complex. Another approach is large vocabulary continuous speech
recognition (LVCSR) [12]. This approach has no constraints and is based on a large dic-
tionary. It is often used for specialized tasks. LVCSR makes use of N-grams, which are
explained in section 5.2. They give the user the most freedom, which means the speech
recognition is very flexible.

It is extremely important, that the speech recognition provides a good performance.
VUIs need to recognized speech almost in real time. Because other steps are also necessary,
the speech recognition cannot take too much time. Especially if the user should feel like
in a real conversation, the system cannot wait for a long time on the result. There are two
major ways to improve the performance: optimization and parallelization.

To optimize the recognition, the system should only compute the top N alternatives. N
can be a parameter. However, a value around five is more than sufficient. Speech recog-
nition systems can then approximate other words due to their positions in the sentence.
Therefore, they use beam search (see [85] for more details about beam searches) to reduce
the options.

Parallelization can be done by distribute the computation. Fortunately, the computation
of HMMs can be split very easily. Furthermore, graphical processing units (GPU) are
optimized for such mathematical calculations. Therefore, the speed can be increased by
a factor of five when dividing the problem and compute it in a distributed environment
using GPUs [13].

Today’s speech recognition already produces high quality results. However, the speech
recognition modules still have to deal with the same problems and they are still difficult
to solve. Almost 90% of the use cases used while developing a VUI are ideal situations.
This means an adult male speaking in a quiet room with no background noise and a good
microphone. However, this is almost never the case in real world scenarios. Instead, VUIs
have to deal with constant background noise and often even worse: side speech. In such
cases, Karen Kaushansky shares the opinion to not tell the user to move to a less noisy

52



5.1 Speech recognition

place. Instead, the problem should be escalated and the user should be offered help. If
this does not help either, the user should use the GUI.

Sometimes, another problem for the speech recognition occurs: multiple speakers. Users
are usually not alone. Then, the speech recognition must be very careful with its interpre-
tation. However, modern systems are able to also analyze the voice and make sure only a
single voice is interpreted. Additionally, children are a problem. They are often harder to
understand. Furthermore, there is less training data for the speech recognition system to
train it for children’s voices. If the VUI is not completely sure, it should simply move on
or show graphical alternatives.

Spelling can be extremely difficult for speech recognition systems. Especially names are
very hard to understand for the system. One problem is, that they are often differently
spelled, but sound the same. Another problem is that names are often not part of the
vocabulary. It can then be helpful to check the users address book. If accessible, more
user data can be very helpful for the speech recognition process and increase its quality
significantly. If there is no chance to understand, what the user was saying, the GUI is the
best solution. Sometimes, the speech recognition module can make use of additional data.
This includes checksums of credit cards or a simple check for postal codes [62].

5.1.2 Comparison of existing speech recognition software

There are a number of existing services available. This section compares them. As a result,
the best available software will be used in the application developed during this thesis.
The comparison focuses on web services. For the comparison, two different audio files
are used. The first audio file is professionally recorded and available from Google Cloud
Storage [40]. The spoken text is How old is the Brooklyn bridge?. In this writing, it will be
named as sample 1. The second audio file was recorded using a built-in microphone from
a laptop in a normal environment. There are no significant background noises, but the
quality is worse than the professionally recorded audio file. Especially the volume level
is lower than the one of sample 1. It will named sample 2 for the following comparison.
The text which was recorded is The quick brown fox jumps over the lazy dog.

Cordova plugin

The plugin provided by Cordova uses the speech recognition classes provided by An-
droid or iOS (Siri), respectively. It wraps the functionality of the operating system into
a commonly usable API. The usage is free of any cost, but it requires an active internet
connection because the system communicates with Google or Apple servers.

This module is used in the implementation part of this thesis. Therefore, a description
of the API can be found in paragraph 6.4.3. The following information is based on the
Android version of the module. The reason for this is that the development was only done
for Android, because developing an iOS application requires a more complex and more
expensive development environment. This environment was not available for the thesis.

The plugin can be configured to return a number of N-best results. How many results
should be returned can easily be configured by setting a parameter. The default is five.

The Cordova plugin internally calls the APIs of the underlying operating system. Be-
cause this thesis only includes the development of an Android application, the API called
is always Google’s Speech API [7]. Since this API is already part of the comparison, the
Cordova plugin will not be tested as an additional API.
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Google Speech API
Google also offers a representational state transfer (REST) API for it’s speech recognition
API [42]. Unfortunately, the usage of this REST API is not free. The prices, by the time of
this writing, can be seen in table 5.1.

Table 5.1: Prices of Google’s REST speech API

Monthly usage Price per 15 seconds

0 - 60 minutes Free
61 - 1,000,000 minutes $0.006

To access the Speech API, it is required to create a project in Google’s Cloud Platform
console. The speech API must be enabled and a service account has to be created. Then,
in a first request, the project has to be authenticated. This request returns an access token,
which can then be used to send a request to the actual API. A detailed guide can be found
at [41].

Both sample audio files were sent to the REST API. A response from this is formed in
JSON and contains a set of alternatives. Each alternative contains a transcript containing
the text that was recognized. In addition, the confidence level is also returned. The exact
results as JSON can be seen in appendix C.

Table 5.2 gives an overview of the results. For sample 1, the API returned the exact text
without a question mark. This indicates, that the understanding of the rising intonation at
the end of the audio is not perfect. The confidence score of 0.987629 indicates that the API
is very sure about what was understood. In fact, this result is very close to the original text.
It is still noticeable, that the sentence starts with a lowercase character. The API returns
very good results for sample 2 as well. The recognition is only slightly different to the
original. Instead of the present version of the verb jump, the past version (jumped) was
recognized. However, the confidence score indicates a very high confidence, which can be
misleading. Although, the confidence level is high enough to properly process the answer
in most cases.

Table 5.2: Result of sample audio files from Google’s REST Speech API

Recognized text Confidence score

how old is the Brooklyn Bridge 0.987629
the quick brown fox jumped over the lazy dog 0.97975445

Bing Speech API

Similar to Google, Microsoft provides an option to use speech recognition as well. The
Bing Speech API is part of Microsoft’s cognitive services which can be used through
Microsoft Azure [77]. Like Googles API, Microsoft’s service is not free. Their prices can
be seen in table 5.3. It should be noted that each transaction can only contain utterances
up to 15 seconds.

This API was also used to recognize both audio samples. Microsoft’s API does not
require to set up a project, but the API needs to be activated using an account. A subscrip-
tion key can be assigned to this account. From then, this key can be used to request an
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Table 5.3: Prices of Microsoft’s Bing Speech API

Monthly usage Price per 15 seconds

5000 Transactions Free
Additional 1000 Transactions $4

access token. Similar to the Google API, this access token must be included in the request
to the actual Speech API. A detailed guide is available at [76].

Microsoft’s API also returns it’s response as JSON. The complete result can be found
in appendix D. In contrast to Google’s API, this API contains a parameter to define how
detailed the result should be. This parameter is called format and can either be set to simple
or detailed. If set to simple, the response only contains a single transcription. If set to detailed,
it contains a set of results as N-Best list, including confidences. For both samples, both
response formats can be seen in appendix D.

The responses of the Microsoft API can be seen in table 5.4. It shows both the simple and
the detailed results. For sample 1, the detailed result only returned one result. For sample 2,
there are five entries in the list. These five results can also be seen in the table. They are
listed sequentially. This API has no trouble recognizing sample 1. Even the question mark
is recognized correctly. As can be seen from the detailed result, the confidence is still only
at a value of around 95%. In contrast, the second sample is not recognized very well. None
of the returned examples contains all of the words of the original text. The closest result is
the fifth one, which is indicated with the lowest confidence score. However, applications
can react to a low confidence score. The score is never higher than 82%, which is mostly
considered not high enough.

Table 5.4: Result of sample audio files from Microsoft’s Speech API

Sample Recognized text Confidence score Format Comment

1 How old is the Brooklyn bridge? - simple
1 How old is the Brooklyn bridge? 0.95739913 detailed Only one result
2 Brown Fox jumps over. - simple
2 Brown Fox jumps over. 0.8211723 detailed First entry
2 Brown Fox jumps. 0.8211723 detailed Second entry
2 Call Brown Fox jumps over. 0.7018736 detailed Third entry
2 Call Brown Fox jumps. 0.7018736 detailed Fourth entry
2 Brown Fox jumps over the lazy. 0.7018736 detailed Fifth entry

wit.ai

Using wit.ai, developers can create entities. Whenever the application sends audio to
the wit.ai interface, the service tries to understand this audio and maps it to the defined
entities. Entities are defined by example. As a result, the developer only needs to provide
a name for the entity and a set of example utterances. These can be added as written text
or as audio (because wit.ai turns the audio into text and maps it to the entities). The more
examples are provided, the better is the accuracy of the service. An example set could be
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What’s the temperature?, How high is the temperature in here? and How warm is it?. All of these
phrases are questions asking for the current temperature. From a technical perspective,
this can be described as a get request for the value of the temperature. If the user now asks
What’s the temperature in here?, the system will map it to the entity which was trained with
the given utterances. This works even that this specific phrase was not in the training set.

The application offers a web API (there are clients for NodeJS, Python and Ruby avail-
able). The API can receive text and audio. If received, the application created in wit.ai
tries to map the phrase to one of the defined entities. It returns the entity including a
confidence level.

However, the real value of this service can be seen when the developers start to mark
variables. For example, instead of getting the current temperature, the user could also try
to set the temperature. Then, most user would use a phrase similar to Set the temperature
to 75 degrees. In this example, the number 75 can be exchanged with other values as well.
Wit.ai suggests to use it as a variable. In addition, developers can help with their knowl-
edge and define phrases, values, locations and more as variables. Therefore, wit.ai has
many built in types of variables. If an entity supports variables, the resulting response
contains this value. As a result, the response contains the entity, the service’s confidence
and the recognized variables [124].

5.2 Natural language understanding

In the section 5.1, the speech recognition part of a VUI was described. The output is usually
a set of possible words. Whenever a sentence is recognized, the speech recognition tries
to recognize all words contained in this sentence. To create a higher accuracy, techniques
of NLU are used. Sometimes, the two modules speech recognition and NLU are merged
together and provided as a single module.

NLU describes the module responsible for analyzing the words that were understood
by the speech recognition system. It tries to understand, what the user said. The NLU sys-
tem is the front end to the DM, which is described in section 5.3. Most systems start with
putting the words provided by the speech recognition into a legitimate word sequence.
Therefore, probabilistic models based on the language are used. Additionally, each lan-
guage provides a set of rules that describe the grammar of the language. These sets can
also be used to verify the consistency of the phrase, especially if the language is known.
In the rare case that the system does not know, which language the user speaks, this pro-
cess is obviously more difficult. The step of applying the grammar rules is often denoted
as semantic parsing. A third part of the understanding process is the dialog decoder. It
collects information about the previous parts of the dialog and uses this information to
figure out the most likely version of the recognition [13]. Adding information that is also
available can increase the recognition rate of this step enormously. For example, McGraw
et al. suggest to use the contacts of an user’s phone book. Names are very hard to recog-
nize, but it is very likely that the user mentions names that is already known. A list of all
contacts can therefore help to figure out, what the user meant [73].

As mentioned earlier, NLU systems often use probabilistic models to figure out what the
user said. The most commonly used model are N-Grams. An N-Gram mode, estimates
the likelihood of a sequence of words of the length N by computing the conditional
probability of observing the Nth word given the previous N-1 words. Unigrams estimate
the likelihood of atomic words. Similar, bigrams estimate the likelihood of pairs of words
and trigrams estimate triplets of words. This can be used for any length of words. N-
Grams are trained by large corpora of texts, such as collections of newspaper articles [61]
[49]. Google used its collection of books to create a very large set of N-Grams. They can
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be viewed using the Google Books N-Gram viewer [39].
Unfortunately, N-Grams cannot always be used. They work very well for the English

language, but each language has its own difficulties. Grouping languages helps. If lan-
guages are similar to each other (the same family of languages), then the same systems
can be used. This is the reason why earlier systems only supported languages like En-
glish, German, French, etc. As Nouza et al. are pointing out, N-Grams cannot be used for
Slavic languages. The reason for this is their lexicons. They are up to ten times larger than
for the English language, due to the more complex grammar of the language. Therefore,
more text is needed, which is barely available. In addition, the free word order makes it
harder to understand the sequences. However, the techniques can still be used, but the
confidence is significantly lower [86].

The output of most NLU systems are N-best lists. Each list entry contains a possible
string that was understood. Additionally, most systems provide a value that describes the
level of confidence. This value is calculated by the system and describes, how likely it is
that the string correlated with it was what the user actually said. This list is the input for
the DM, which is described in the next section.

5.3 Dialog Management

After the input was converted from audio into text, the DM starts its work. The DM is
the heart of a VUI, because it decides how the dialog goes on. Therefore, it analyzes what
was said and maps it to a certain use case. Then, it decides how the dialog should go on.
This decision is based on the current phrase, but also on all the information available from
previous dialogs. As a result, the DM must hold and manage all the information that the
application has about the user and the interaction.

In general, there are two challenges. First, the DM has to figure out, which action should
currently be done. Therefore, the text must be mapped to the available actions. Second,
the manager must make sure that all needed information is available. If this is not the
case, it has to ask the user for the missing information. This information can be a single
term. An example for a single term could be Set the temperature to 75 degrees. The DM can
figure out that the user wants to set the temperature. There is only a single additional
value needed: the temperature. Since this value is already given, the manager can start
the action. However, actions can require much more information and therefore be more
complex. An example for a complex action could be booking a flight. The user typically
does not provide all necessary information in a single utterance. Instead, the user would
most likely say something like I want to book a flight from Washington DC to Frankfurt. The
DM can now already figure out, which action should be done. In addition, two locations
are given: Washington DC as the departure location and Frankfurt as the destination. To
book a flight, there is a lot of more information necessary. For example, an application
would need the desired date, payment information, passenger names and more. Some of
this information can might be already available in the system. Depending on this status,
the DM has to plan the next output of the system. It controls the dialog flow from the VUI
perspective.

From a design perspective, it is better to let the user try to use her / his own words to
describe the action instead of trying to teach users the exact wording. Therefore, the DM
must be able to understand many different phrases and map them to the possible actions
[91].

To figure out, which action should be taken, there are two general strategies: keyword
spotting and full sentence spotting. The first strategy, keyword spotting, is the most com-
mon used strategy. It looks for keywords in the result of the speech recognition respec-
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tively NLU module and interprets them. In contrast, full sentence spotting tries to inter-
pret full sentences. It is more complicated and less flexible. However, it can be used to get
more information out of the input phrases [13].

Furthermore, this section gives an overview about different strategies of DMs. These
will be described in the following subsections. These strategies can be used separated from
each, but mixtures are also possible. Whatever strategy is best, depends on the particular
use case.

5.3.1 Finite state based

One of the simplest dialog managers is the finite state based dialog manager. It controls the
dialog flow through a predefined set of states, which are connected. An example for such
a control flow can is show in figure 5.3. This figure is used for a phone based customer
control system. The states are connected. There are options to repeat the question for a
state or the system can go on to another state. However, going on to another state is only
possible if the necessary information was provided. Forward movements are possible as
well. In this case, a state can also lead to transfer the customer to a service representative,
which is here indicated as transfer [122].

Figure 5.3: Simple example of a finite state based dialog manager [122]

This type of dialog manager always follows predefined states. Transitions may refer to
different paths. Because all paths are predefined, this type is good for well-defined and
structured tasks. The structure must be present during development time. However, finite
state based dialog managers are not very flexible and inhibit the user’s initiative [13].

5.3.2 Frame based

If the information needed can be stored in a form, frame based dialog managers can
be used. They act as slot filling applications that try to fill all available slots with the
information necessary to perform a given task. It can store information from previous
tasks and ask for the information needed [13].

Kim et al. used this system and extended it to create a more useful DM. They used a
frame based state representation to keep the complexity of the belief low. Furthermore,
they used dialog examples to train the system. If the user’s intention was figured out,
the goal can be represented as a frame. This frame is in the beginning usually empty
or only sparsely filled. Because there exist a large number of potential options to fill
the empty frame sets, these options were grouped by Kim et al. Then, only groups of
equivalent states are possible. Figure 5.4, shows, how such a frame can look like. The
task given in this example is to get the weather forecast for a certain date. Therefore, three
distinct pieces of information are necessary in this system: the time, the requested weather
type (e.g. temperature, humidity) and the location. As can be seen in figure 5.4, the left
example shows an incomplete frame. The location is missing here. The DM therefore
needs to recognize, that the action is currently not possible and ask the user to provide
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Figure 5.4: A frame based information representation [63]

the necessary information. In contrast, the examples given in the right of figure 5.4 show
complete frames that can be used to perform the action [63].

5.3.3 Agent based

The main purpose of a DM is to maintain the conversational context and control the
dialog. Today, there are many personal assistant existing which help user with simple,
constrained tasks. Maintaining them requires significant effort. Additionally, they often
cannot provide the desired level of sophistication. However, if the domain becomes more
complex, the DM can act as an agent. The agent can do the reasoning and delegate special
tasks to specialized assistants. In other words, it acts as a single point of contact for a set
of assistants. In addition, it manages the state of the application and the dialog. This is
especially useful if the application has to handle more natural dialogs, as their domains are
more complex. In an agent based DM, the user can easily switch back and forth between
the assistants. In addition, it is possible to change the physical context by using different
devices.

Nguyen and Wobcke create an agent based DM which manages emails [83]. They de-
scribe the architecture of an agent based DM by example. These examples will be used in
the following explanations.

Dialogs are mostly user driven. However, system initiative is necessary to recover errors
and lead the user. The DM decides when to talk. Also, the DM as an agent coordinates
the specialized agents. As a result, the architecture is modular which means that it can be
extended easily. New functions or updates can be installed without much effort. This is
one of the major advantages of the agent based design.

According to Wooldridge and Jennings, an agent should always have at least one in-
formation attitude [119]. Therefore, each supporting assistant must serve a purpose. Rao
and Georgeff additionally define an assistant through three properties: belief, desire and
intention (BDI) [95]. These properties represent the informational, motivational and de-
liberative states of the agent. They should be defined for each assistant and define its
behavior. One example implementing these properties is the Procedural Reasoning Sys-
tem (PRS). It was developed by Georgeff and Lansky and is used in Nguyen and Wobcke’s
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email example [89]. It relies basically on a loop that queries events and chooses predefined
plans based on the stored data. The result is then stored as well and the loop starts with
the next query entry.

In the given example, the input events are basically the conversational acts by the user.
Then, the system tries to identify the user’s intention. After that, a task will be performed
using an appropriate assistant. The output is a generated response. The loop starts over
with the next input by the user.

The DM keeps track of the dialog data. Therefore, it identifies the user’s intention and
groups it into a class. This is done to group different utterances and manage them more
easily. Nguyen and Wobcke also simplify the situation by assuming that there is only
one speech act per utterance, even if it is possible that utterances contain more speech
acts. A speech act is the class of the intention including its subjects, objects and other data
that might be helpful. It is easier to identify the intention, if the DM has domain specific
knowledge of the domain. Then, a domain specific dictionary can be created.

The dialog data contains also the dialog history. This is save as a stack of all conver-
sational acts both by the system and the user. In addition, a second stack is held. This
stack is called focus stack and contains all objects mentioned earlier in the conversation.
This can be people’s names, folder names or email items. Key phrases are also possible.
This stack can not only be used to understand the user but also to create context sensitive
responses.

Nguyen and Wobcke’s DM is built out of five different parts that are called after each
other. Firstly, the conversational act determination and domain task classification identi-
fies the task domain. This is necessary, so that the required task plan can be loaded. Then,
in a second step, the intention identification determines the actual task. This may requires
more information than in the current utterance available. Therefore, a connection to dialog
history stack and to the focus stack is necessary. For example, after first saying Show me
my emails from today the system shows the emails from today (or reads them out). If the
presumed answer contains an email from Paul, the user could possibly ask next: Read the
one from Paul. The DM must then refer to the previously mentioned time object (today),
which still has to be stored in the focus stack. Otherwise, it would might be unclear, which
email the user is talking about. After an intention was identified successfully, its data
is also added to the focus stack. The third step then performs the action by calling the
assistants. After they are done, the DM lastly generates a response and outputs it to the
user.

As can be seen from Nguyen and Wobcke’s implementation, an agent based DM adds
an additional layer to a set of existing assistants. As a result, more complex domains can
be covered.

5.3.4 Plan based

Besides predefined, finite state based dialog models, there are also local managed based
approaches. These approaches are defined through the fact that they do not try to pre
determine dialog paths. As a result, they are more flexible. One of these approaches is
the plan based dialog management. It divides a specific task into small goals and plans
and tries to fulfill them. This is done by controlling the dialog interaction. By fulfilling all
small tasks, the bigger overall task can be accomplished. This method especially supports
a good structured way of defining the application state.

Wu et al. suggest a system that stores the data in trees. These trees are called topic trees.
The root of a tree is called topic node and describes the overall goal. Middle nodes label
logical relations and leaf nodes contain the actual information. Such a representation can
be seen in figure 5.5. Here, the Flight information is one of the root nodes and characterizes
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therefore a particular topic tree. Its middle nodes are connected via logical operators like
AND or OR. Additionally, they are marked as Primary Property (PP), Secondary Property (SP)
or Additional Property (AP). PP nodes store dominant information for this topic, SP nodes
store detailed information about the topic and also need to be discussed with the user.
However, nodes marked with AP store additional information and are therefore optional
for the discussion with the user. Topic trees in this system additionally contain a bit that
indicates if there is information stored. For leaf nodes, this is meant to indicate whether
there is information in this leaf node or not. For middle nodes, this is done recursively to
all leaf nodes. This simplifies the checking for nodes that still have to be discussed.

Figure 5.5: The information representation in a plan based DM [120]

Also, each node has response generation function attached. This function can generate
text depending on the nodes information. This text can then be displayed or read out.

After such a tree was build, the system suggested by Wu et al. starts the reasoning
engine. It traverses all nodes through all trees and finds similar information. If this is the
case, these nodes will also be filled so that the system does not have to ask the same ques-
tion for a different topic in the future. This step can also overwrite existing information.
If this is the case, the system forgets old data. The reasoning also looks for action items
that can be performed whenever all data is known. Then, the corresponding action will
be performed [120].

As can be seen from Wu et al. suggested system, this concept suggest a good way to
perform more complex tasks that use different domains. Its data storage system is very
efficient and structured. It can easily be connected to an agent based DM.

5.4 Speech synthesis

After the DM has chosen how the dialog should go on, the speech synthesis module is
responsible for turning the outputted text into audio. This is the exact opposite of the
speech recognition module described in section 5.1. This section describes first general
methodologies how speech can be synthesized. After that, the role of intonation will be
described. This is a very important part of the output, because it can transmit information
in addition to only the meaning of the words.

5.4.1 Methodology

Today’s speech synthesis systems are either based on the concatenation of acoustical
units such as syllables or on HMMs. Earlier systems were almost always based on the
acoustic unit concatenation principle. However, using this technology makes it very hard
to vary the voice of the outputted system. To vary the speaking style, the emotions and
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other parameters of a voice, this system requires a huge database of predefined syllables.
In contrast, the voice can be adjusted more easily using HMMs, which are described in
section 5.1.1. Through the usage of HMMs for speech synthesis, it is possible to influence
the voices pitch, spectrum, and pace. Therefore, the same HMM can be used. Only the
parameters need to be adjusted. This can also be used to personalize the voice. Especially
if avatars (see section 3.3) are used, this can be useful to separate the characters [13].

Tokuda et al. first suggested to use HMMs for speech recognition. They used the Festival
framework and adjusted it to the English language (it was first designed for Japanese)
and added their HMM functionalities [24]. Their engine is very small, so it can be used
on small devices such as mobile phones as well (less than 1MB).

Their system is divided into two parts: the training part and the synthesis part. The
training part extracts the spectrum and the excitation parameters from a database that
contains training data audio. Using this extracted data, the HMMs are trained. The spec-
trum is stored using the mel-sepstral analysis technique, which enables the software to
re-synthesize the data directly using the Mel Log Spectrum Approximation (MLSA) fil-
ter (both techniques are explained in [31]). Additionally, the duration of the samples is
analyzed so that the system learns how to vary the pace of the output. Furthermore, con-
textual factors such as the stress relation or location factors are stored as well. Tokuda et
al. use decision trees to store such information.

The second part of the system is the synthesis part. As an input, it gets an arbitrary
text that should turned into audio. Therefore, it concatenates context dependent HMMs
according to the text that should be synthesized. First, it turns the text into a label sequence.
This label sequence is then turned into a speech waveform using the MLSA filter. It should
be noticed that the system has the ability to vary speech parameters so that the output
sounds realistic [110].

Today’s systems can create audio files that are easily customizable by varying a few
parameters. Using HMMs, a small engine can be used to generate different voices without
having a large database of samples.

5.4.2 Intonation

Human conversation is more than just words and sentences. It carries additional infor-
mation which is not written down. This is mainly based on different intonations. It is
important, that the speech synthesis module creates a correct intonation. First, this is im-
portant because it helps to reduce the cognitive load for a user. Section 4.3.5 describes,
how the intonation helps to reduce the cognitive load. Second, the intonation can also
change the meaning of a whole expression. As can be seen in table 5.5, the sentence I
should go will be understood differently by the user depending on the intonation.

Table 5.5: The meaning of a sentence can change depending on its intonation [17]

Prosody Meaning

I should gò. Falling tone on stressed “go” [Neutral]
I should gó? Rising tone on “go” Is that your advice?
Ì should go. Falling tone on “I” Not you!
I shòuld go. Falling tone on “should” And I defy to deny it!
I shôuld go. Rising-falling tone on “should” But I don’t think I will.

As can be seen in table 5.5, the meaning of the expression can change drastically when-
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ever the intonation changes. Especially when requesting more data from the user, which is
usually done by asking questions, the intonation is the only way to mark the expression as
a question. In written output on graphical user interfaces, symbols such as question marks
or explanation marks can be used. Obviously, these need to be translated by the speech
synthesis engine into the correct intonation. This is the first and easier step, because those
symbols can be added by the DM. It should know what should be expressed with the
current utterance. The second problem is more complicated. In case there are no symbols
indicating how the intonation needs to be, additional meta information is necessary. In
a few cases this information can be inferred from the sentence structure or the context.
However, in most cases, the intonation needs to be influenced manually. By today, this is
still one of the major problems of speech synthesis.

The speech synthesis module also needs to add pauses between sentences or when
commas occur. This gives the user more time, to think and understand the sentence out-
putted by the system. Especially for long phrases the addition of pauses is essential. In
contrast, some symbols do not need to be read out. One popular example would be a
colon between the hours and minutes when reading out a time.

5.5 Summary

This section gave an overview over the technical background of a VUI. The main compo-
nents are described. First, there is the speech recognition, which is today heavily based on
HMMs. Additionally, various popular service providers for speech recognition are com-
pared. This comparison is needed because the implementation part of this thesis requires
a speech recognition module. The comparison includes the speech plugins of Android
respectively iOS, Googles REST API and Microsoft’s Bing Speech API. In addition, a new,
upcoming service wit.ai is included in the comparison as well. The second important mod-
ule of a VUI is NLU. This section described its purpose and the main concepts of NLU,
which are today mostly probabilistic models such as N-Grams. The heart of a VUI is the
third module, the dialog management. There are multiple strategies used by DMs. These
strategies, namely finite state based DMs, frame based DMs, agent based DMs and plan
based DMs are described as well. Often, these strategies are used as a mixture of more
than one. They can be used together to compensate others weaknesses. Finally, this sec-
tions described speech synthesis modules and pointed out the importance of intonation
in human speech.
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This thesis describes the theoretical background of speech recognition. In addition, it also
describes the development of an application using speech recognition. This application
is a project of htw Saar. It was originally developed by a group of Master students. The
development stopped right at the time, when the work on this thesis started. In conclusion,
the work of this thesis extends the existing functionalities.

The application can be used to experience interactive fiction on a mobile device. During
first development phases, the application was called MTGA (this name can still be seen in
the project). With development going on, the name changed to TaleTime. This name will
be used in further writing to reference the application which is developed in this thesis.

Starting with the idea that stories are used for thousands of years, the project of htw
Saar had the idea to go new ways with interactive fiction. Classical stories are told in
books or movies. They are usually straight forward. New technologies offer possibilities
to encourage the user to interfere into the storyline. This type of storytelling is called
interactive fiction. There are already a few examples. Some of them are available as books,
as computer games or mobile applications. Additionally, tools to create interactive sto-
ries are also already available. The goal of the project was, to explore new ways of how
interactive stories can be consumed. It also included the development of a prototype [79].

This thesis has the goal to extend the existing prototype so it can be controlled by the
user’s voice. Details about what exactly is required, can be found in section 6.2. During
the development of this thesis, a group of Bachelor students is working on the project as
well. They work on the same basis, but aim to extend TaleTime with completely different
and mostly independent functionalities. This group reviewed the existing prototype and
decided to port it to the new, modern and recent Angular platform. Unfortunately, this
requires to completely rewrite most of the code. For this reason, some work required to
fulfill this thesis requirements consists in rewriting existing features. Mostly, this is the
case, because some features are necessary to develop and validate the speech recognition.
These features can therefore not be developed in a parallel process by the Bachelor group.
Although some of these features could easily be mocked, the actual development was
sometimes easier.

The following section describes the basis, which this thesis depends on. This is fol-
lowed by a definition of requirements and details about the development process and the
implementation itself.

6.1 Existing prototype

Due to great work of a group of students of htw Saar, there is already an existing pro-
totype. The project includes the application itself and also a generator, which is used to
produce an XML file that contains the stories. This generator uses the Hypertext Markup
Language (HTML) as input and produces an XML file that is consumed by the applica-
tion. Stories are written using Twine [112]. It is an open source tool to create nonlinear,
interactive stories. Twine publishes directly to HTML. This HTML is then used as input
for the generator. The stories are not written by the project team. For this reason, htw Saar
cooperates with Saarland’s university for art and design. Students of this university are
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also part of this project. They participate by writing stories and therefore generating input
for the application.

The prototype itself exists only as an Android application. It offers the following func-
tionalities:

• Story management The prototype gives an overview about the available stories.
This overview is shown as a list. Each story has a picture which is shown as well. A
screenshot of how the actual application looks like can be seen in figure 6.1a. This
list acts as entry point for the prototype and gives the user the choice to select a story
which can then be played. The story management also displays meta data about
the story itself. This meta data contains the author, available languages and a short
description.

• Voice selection There are different voices available. Technically spoken, these voices
are different audio files. The prototype offers a dialog to select one of these voices.
As a result, the user can pick her / his preferred voice. Figure 6.1b shows, how this
dialog looks like in the application.

• Player The player is the main part of the application. It reads out a chapter of the
story. As can be seen in figure 6.1c, there are buttons to control the audio. Play, pause
and stop are available. In figure 6.1c, it can also be seen that there are two different
possibilities of how to go on in the story. This is the interactive part. The user can
control the storyline by choosing one of the available options. Sometimes, the story
is linear and only offers one choice to go on. If this happens, the user has to tap a
button to go on. This situation can be seen in figure 6.1d.

• User management Another core idea is, to use the application with other people, for
example the family. For this reason, the prototype already supports multiple users
and a simple user management. Users can be created and deleted. For each user, the
progress on each story is saved individually.

• Settings There are a few settings the user can use to customize the application. First,
the application supports multiple languages. Currently, only English and German
are supported. Second, the user can change the font size. This is useful, because
children or disabled people may need a larger font. Lastly, the user can choose to go
through stories using the interactive mode. If it is disabled, the application simply
picks the first choice and goes on. In this case, the user experiences a linear story.

The audio files used to output the stories are available within the story. This means, that
the packaged installation file contains all necessary audio files (in this case MP3). Because
of this reason, the application package is quite large. In case of Android, which requires
an Android Application Package (APK) file to install an application, the resulting package
measures about 115MB.

As mentioned earlier, there are multiple audio files for the same story. These files contain
recorded audio of professional speakers, who are trained to read stories out. As a fallback,
there is always one audio file generated with a TTS software. It is not generated by the
application itself. Instead, the files are pre-generated and also part of the application
package.

The application is also prepared to support stories which are available in multiple
languages. Tags to indicate the languages available are already available. However, the
application itself does not support any selection of a language for the story yet. In contrast,
the UI language can be changed.
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6.1 Existing prototype

(a) The story overview (b) Dialog to select voice

(c) The player with two options (d) The player with only a single answer

Figure 6.1: Screenshots from the existing prototype
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6.1.1 Used technologies

The existing prototype is based on the Ionic framework [54]. Ionic is a free and open source
software development kit (SDK) for native and progressive web applications. The existing
prototype was built using Ionic 1. It supports the development of mobile applications for
many operating systems. The development itself is done using web technologies. In fact,
an application is developed using HTML, Cascading Style Sheets (CSS) and JavaScript.
Ionic 1 requires AngularJS (version 1) for development [57].

In order to run, Ionic requires Cordova. Apache Cordova is the underlying framework.
It wraps the applications written with web technologies for each platform. Therefore,
it offers a unified API, which is then matched on the devices platform API. Using this
technology, the web application can access the devices capabilities such as sensors, data,
network status and other functions provided by the operating system [19].

The prototype was built with the following library versions:

• Ionic App Lib: 2.1.2

• Ionic CLI: 2.1.4

• NodeJS: 6.9.1

• AngularJS: 1.5.3

• Cordova: 6.4.0

• Cordova CLI: 6.4.0

By 25th of January, 2017, Ionic 2 was released [70]. The new version is now based on the
new version of Angular, which was released a few months earlier [65]. The Angular team
also announced a new pattern of versioning. As a result, major releases will occur twice
a year. For this reason, the framework is always referred as Angular in this thesis. If it is
important to know the major version, the version is explicitly mentioned. Starting with
Ionic 2 and Angular 2, it is recommended to use TypeScript for development (instead of
JavaScript). Also, the required Angular framework was completely restructured. Existing
code can be run in parallel, but it cannot easily be upgraded to the new version of Angular.

Due to this reason and the fact, that another group of students from htw Saar continues
the work on the application, this thesis is not based on this prototype from a technical
point of view. However, the design, the requirements definition and the ideas described
in section 6.2 are based on this prototype. During the work on this thesis, the earlier
mentioned group of bachelor students from htw Saar works on porting the prototype
to the new version of Ionic and Angular. All development tasks, which are part of this
thesis, are therefore based on the work of this group. Technical details about the current
development will be given in section 6.4.

6.1.2 Open tasks

As mentioned in the previous section, the application is currently only a prototype. Also,
it was mentioned, that another group of students currently works on this project. This
section gives an overview about weaknesses of the prototype and functionalities that
are not yet implemented. These ideas are mentioned in this thesis, because the student
group of htw Saar works on these tasks in parallel to the work of this thesis. The resulting
application will contain both work from this thesis and the project group.

The following ideas are not implemented in the existing prototype yet and will be
covered by either this thesis or the project group:
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• Port to current Ionic version

As mentioned in the previous chapter, one of the major tasks of the project group
is to port all existing functionalities to the current, modern version of Ionic and
Angular. By the time of this writing, the goal is to base the development on Ionic
3.7.0 and Angular 4.1.0.

• Redesign of GUI

A useful GUI is very important. The existing prototype did not focus on a user inter-
face, which is why it’s UI is only built upon the bare minimum. An important task
to make the application more usable is therefore to redesign the whole application.
A new style will be implemented as well as a new layout.

• Story data

Currently, the audio files are part of the application package. As a result, they cannot
be changed. This means, stories cannot be deleted and new stories cannot be added.
This is one of the most important tasks which need to be worked on. The idea is
to store the data using the file system of the device. However, this also requires a
source, where stories can be downloaded. The idea includes creating a marketplace,
where users can purchase new stories.

• Link to Google Account

In the future, the application should be able, to connect a local account to a Google
account. Using Google Drive, the user data can be stored online. As a result, the
user’s data can easily be synchronized on multiple devices. This is especially useful
for the usage with multiple users.

• Different node types

Interactive fiction enables the user to influence the storyline. It is possible, to extend
the story by adding conditions to the storyline. As a result, the story becomes more
dependent on the users choices. An example could be, that the user must have made
the choice earlier in order to go on with a certain node. A simple example for this
could be a story, where the user first can decide whether to pick up a key or not. In a
later chapter, this key could possibly be required to open a door. If it is not, the user
cannot pick this storyline.

• Speech recognition

This is the feature developed in this thesis. At the moment, the user needs to pick an
answer by tapping a button on the screen. This represents a break in media, because
the story is read out. To improve the user experience, the user should be able to
input the data in the same way it is presented: via audio. Therefore, a useful feature
is to create an interface to control the application with the voice.

Except the speech recognition tasks, all other tasks will mainly be accomplished by
the bachelors group. However, since most of the features are necessary to start with the
development of speech recognition, some supporting work is also done during this thesis.

6.2 Requirements definition

This section describes the requirements that should be covered by the development work
of this thesis. The requirements all regard the speech recognition. This technology is
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mainly used to control the player, which is the core functionality of TaleTime. The new
design of the player can be seen in figure 6.2.

Figure 6.2: Mockup of the new player

As can be seen in figure 6.2, there are buttons to toggle play and pause, picking an
answer and going back to the previous chapter. These are also the main functionalities
that need to be covered by the speech recognition. The following list gives an overview
about which functionalities will be covered by this thesis:

• Naming answer

The user should be able to pick an answer be simply reading it out or repeating
one of the options. This is the simplest way of picking an answer. It is similar to a
command pattern, because the user does not use her / his own words to describe
which answer should be taken. All possible answers can be seen on the screen and
they are additionally read out after each chapter was read out.

• Describing answer

Instead of reading the answer out, the user should be able to describe the answer
using his / her own words. The system must then match the correct answer. Obvi-
ously, there are limitations. But if similar words are used, the system must match
the correct answer. Examples include “I want to him to kick” instead of “kick” and
also possibly instead of “shoot”. Also, this matching depends on how similar the
answers are to each other. If the nodes are more distinct from each other, than the
matching can be done more accurate.
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• Picking index

Another way to pick an answer is to define it by its index. For example, the user
could say: “I want to choose the first answer”. This should also be recognized by
the system and matched to the correct answer. This pattern also includes phrases
like “the last” or “number three”.

• Controlling the flow if only one answer is available

Sometimes, the story is linear. Then, the user basically only has the choice to go on.
The system should still confirm this by asking “Do you want to continue?” or a
similar dialog.

• Picking one for the user

In case the user does not care on how to go on, or expresses that she / he does not
want to make a choice, the system should first provide some additional explanation.
If the user still does not choose, then the system should go on with a random answer.
It should be noticed, that this way is different than not saying anything. This case
must also be handled, but in a different manner. This requirement only covers the
user explicitly saying that she / he does not want to make a choice.

• Repeat current chapter

The user should also be able to repeat the current chapter by saying “Repeat!”,
“Play this chapter again” or something similar. This can then be matched by the
application and result in the correlating action.

• Go back to previous chapter

Instead of tapping the button, the user should also be able to go back to the previous
chapter by using her / his voice. For example, the user could say: “I want to listen
to the previous chapter again” or “Go back”. If this is the case, the system needs to
load the previous chapter.

The VUI also must provide additional help, if the user was not understood or if the user
did not say anything. This will be done in different steps. First, the possible answer will
be read out again. Second, if the user still did not say something that matches, the VUI
tries to assist by telling the user that she / he should pick an answer and then reading the
answers out again. The flow of this way through the VUI can be seen in the earlier used
figure 4.2.

In general, the VUI needs to try to help user whenever something was misunderstood.
To prevent going into an endless loop of repeating the answers, which could happen if
the user for instance simply walks away, the VUI will only try to help the user three times.
After that, it will ask the user to use one of the buttons instead of the VUI.

In general, the wording of the VUI will be kept simple. This is because of two reasons.
First, the target group of TaleTime are young children. Therefore, the language should
be simple, so each child can understand the VUI easily. Second, users also have a screen
in front of them. The screen distracts them. As a result, the cognitive load increases. To
prevent confusing the users, a simple language is required.

6.3 Definition of grammar

The grammar of TaleTime VUI is defined in a JSON file. For each language, there is another
JSON file. This leads to the advantage that more languages can be added easily. This
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JSON file contains both the output produced by the VUI to interact with the user and also
phrases that are used to match the user’s input against. It is obvious that the answers that
are possible for each chapter of a story are not contained in this file. Instead, the algorithm
tries to match what was said to the set of answers define in the story itself.

A snippet of the English JSON file can be seen in listing 6.1. It only shows parts of the
section used for the output of the VUI.

1 ...

2

3 "answers": {

4 "multiple": [

5 {

6 "id": 0,

7 "value": "How do you want the story to continue: "

8 },

9 {

10 "id": 1,

11 "value": "How would you like to continue: "

12 },

13 {

14 "id": 2,

15 "value": "You have the choice: "

16 }

17 ],

18 "single": [

19 {

20 "id": 0,

21 "value": "Do you want to continue ?"

22 },

23 {

24 "id": 1,

25 "value": "Continue ?"

26 }

27 ]

28

29 ...

Listing 6.1: Part of output section of English grammar JSON

As can be seen in listing 6.1, a definition of multiple versions is possible. As a result,
the VUI system has different expressions to choose from. For each statement that can be
expressed, there is an entry in the correlating JSON file. Listing 6.1 shows expressions used
for output. This means, whenever the VUI needs to say something, it reads the expressions
out of the JSON file and picks the best matching expression or simply a random one.
Having multiple options helps to let the VUI sound less mechanic. For instance, if the
VUI of TaleTime comes to the step where it needs to read the answers out, it reads the
JSON file. Depending on how many answers are available, there are different expressions.
These are grouped into different arrays within the JSON file. Hence, the VUI uses different
keys depending on how many answers are available to read out of the JSON file.

In case the VUI realizes that there are two possible answers, it uses the key multiple and
gets three different expressions that can be read out. It is then up to the VUI to pick one
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of these. The JSON file is designed to only contain interchangeable expressions per array.
Similar, there are expressions that the VUI can use to match the users input against.

These expressions obviously do not contain any data of the answers from the story. This
data is only stored within the story. However, there are several use cases where a general
matching can be done. One of these examples can be seen in listing 6.2.

1 ...

2

3 "enum": [

4 {

5 "id": 0,

6 "value": "first",

7 "index": 1

8 },

9 {

10 "id": 1,

11 "value": "second",

12 "index": 2

13 },

14 {

15 "id": 2,

16 "value": "third",

17 "index": 3

18 }

19

20 ...

Listing 6.2: Part of the input section of English grammar JSON

The data in listing 6.2 is used to find out, if the user was referring to an index. For
example, if the user wants the pick the first number, an expression like “Let’s pick the
first one!” is presumably. The VUI can then compare this statement against words usually
used to express positions and pick the correct answer for the user. Data like this is also
stored in the JSON file.

It not only contains data about enumerations. Use cases like expressing that the user
does not care will also be compared against data in the JSON file. Other use cases include
agreement, negations and control sequences for the general behavior of the application.

The full JSON file can be found in appendix B.
As mentioned earlier, this procedure ensures simple multilanguage support. The only

changes necessary are the usage of other JSON files. TaleTime currently supports English
and German. The JSON files are loaded whenever the user changes the language in the
settings. This ensures that not only the UI language changes, but also the language used
and understood by the VUI.

6.4 Development

This section describes technical details concerning the development of the VUI which is
part of TaleTime. To illustrate this, this section will first describe the technological basics
of the prototype. Second, this section gives an overview of the architecture designed.
This will point out all components used in the VUI and helps to understand, how they

73



6 Implementation

work together. Followed by this, each component is described in more detail. The term
component expresses any part of the software, which can be individually described. Lastly,
open problems that could not be handled during this thesis will be pointed out.

6.4.1 Technological basics

The project is based on Ionic 2, which uses Angular (version 2 or newer). By the time of
this writing, the following versions are used:

• Ionic core: 3.7.0

• Angular: 4.1.0

• Cordova: 6.2.3

• NodeJS: 7.7.3

This list does not contain all packages that are used during this project. For example,
Angular itself consists out of many modules. This makes it easier to only include the
necessary parts of Angular into the application. However, a complete overview of all
packages used, including their versions, can be found in appendix A.

Ionic scaffolds the structure for an application. Generally spoken, the main compo-
nents are pages. Each page represents a screen. The content of the page is described
using HTML, the appearance can be changed using Syntactically Awesome Style Sheets
(SASS) [99]. Internally, Ionic uses an Angular component to represent a page. Angular
components consist out of a template (HTML), stylings (CSS) and application code. It is
recommended to write the application code in TypeScript. However, JavaScript and Dart
are also supported by Angular. This project uses TypeScript. The application code should
only contain code that is necessary for this exact component.

Since Angular is a framework whose original purpose is to develop single page applica-
tions (SPA), components can also be used on a web page. However, this thesis concentrates
on mobile development with Ionic. Ionic uses Angular and abstracts it for its own pur-
poses. Hence, an Angular component and an Ionic page are used interchangeable in this
thesis.

There is a strong connection between the application logic of a page and the HTML
template. It is possible to use values of variables in the application code and output
them directly into the template. Angular takes care of keeping them updated. Also, there
are structural directives that change the document object model (DOM), depending on
different states of the application. Additionally, there are more options to change the ap-
pearance of the application depending on the state. Angular offers more directives for
this. For example, the color of a button can be changed depending on the content of a vari-
able. Angular also takes care of keeping this updated. Because this thesis is not about the
basics of Angular, only the core concepts will be explained whenever necessary. A good
overview of Angular and its functionalities can be found in the official documentation [4].

Ionic also brings additional functionalities needed on a mobile device. It is easily pos-
sible to stack pages and go to other pages, for example when buttons are tapped. This
helps constructing the UI. The stack can also be used to navigate back to last visited page.
Pages do not contain application logic.

More complex actions or actions that are used in multiple pages can be extracted into
providers. The Angular documentation describes providers as services, but Ionic defines
them as providers. Therefore, they are called providers in this writing. A provider can
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be injected using Angular’s dependency injection mechanism [3]. As a result, application
logic can easily be shared across different components.

Ionic also offers to add more complex functionalities to an application. To keep the
application code small, these are optional. Ionic calls these additional functionalities Ionic
Native. This thesis makes use of two important Ionic Native modules: Speech Recognition
[55] and Text To Speech [56]. These modules are used for input and output of the VUI.

6.4.2 Architecture

The architecture of the VUI, which is developed for TaleTime, consists out of four impor-
tant providers:

• LanguageFileProvider This provider encapsulates access to the JSON files, that con-
tain the grammar. Whenever the VUI requests texts, this provider is used.

• TTSTextProvider Using the LanguageFileProvider, this provider generates texts
that can be used by the VUI to output messages.

• TTSProvider Is used from the Ionic Native plugin and directly called to synthesize
text, whenever written text needs to be read out by the VUI.

• SpeechRecognitionProvider This provider performs the speech recognition. It is im-
ported from the Ionic Native Speech Recognition plugin. When called, this provider
returns a list of phrases that were understood.

• AnswerMatchingProvider This provider matches the results of the speech recog-
nition to the answers possible to go on in the story. It contains the logic to match
phrases to the answers that are possible or, if no answers matches, to return an error.

These providers are described in more detail in section 6.4.3. Figure 6.3 illustrates,
how the different providers work together. The VUI is controlled by the player page. Its
application logic calls the providers whenever needed. Figure 6.3 demonstrates how a
normal procedure works. After the player finished reading out a chapter, it requests a text
wrapper to read the answers out. Depending on the situation, different wrappers may
be called. In this case, the player separates between situations, where only one answer is
available and situations, where more than one answer is possible. After the wrapper text
was received, the player puts the wrapper and the answers together and creates a text that
can then be outputted by the TTSProvider. After the TTSProvider outputted the answers,
the speech recognition is started. It waits for the user to say something and returns what
was understood. This result is then matched by the AnswerMatchingProvider. As a result,
this provider returns either the answer which was matched or an error. If an answer was
matched, the player loads the next chapter and starts reading it out, followed by the same
process described above. If the AnswerMatchingProvider did not match an answer, the
player tries to provide help. This procedure is described in more detail in the next section
(6.4.3).

During development, one major architectural problem occurred. Usually, the applica-
tion uses TTS to output the answers that are possible. However, sometimes the audio files
do not only read the chapter out, but also the answers. Unfortunately, there is currently
no possibility to find that out. As a workaround, each story needs to provide this informa-
tion. In a future version, it would make sense to also have recordings of the answers. This
would also give designers the possibility to provide further explanations instead of only
the answer text itself.
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Figure 6.3: Overview of the VUI part of TaleTime

6.4.3 Components

Section 6.4.2 gave an overview about the architecture and how all components work
together. This section describes each component in more technical detail.

Player The player is in full control of the VUI. It has access to the StoryProvider, which
contains all the data of the story itself (except the audio), an AudioProvider to play the
provided audio files and all providers mentioned above.

To describe, how the player works, the reader must have an overview about the most
important methods contained in the player. The following list gives an overview about
them and shortly describes their function. However, this list only describes the signature
of each method. In case further details matter, they are given later. Also, this list represents
a subset of the methods available, because only methods are mentioned that are important
for the VUI.

• play()

This method starts playing the audio track of the current chapter. If there is no audio
track for this story, TTS is used as a fallback. After TTS or the AudioProvider is
done reading out the chapter’s text, readAnswersOut(counter) is called. The counter
of this function represents, how often the speech recognition was started. Because
the player just finished reading the chapter out, this counter is set to zero.

The player requests the path to an audio file from the StoryProvider. If reading
the audio file does not work, for example because the file is not available anymore,
switchToTTS() is called.

• pause()

No matter if TTS or an audio track is used for output, this method stops the out-
put. Currently, there is no difference between pause and stop. Calling this function
always stops the output.
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• switchToTTS()

In case the player needs to switch to TTS, this method sets the necessary conditions
and starts the output again with TTS. This method is mainly used when skipping to
TTS as a fallback.

• readAnswersOut(counter: number)

First, this method requests the answer text from the TTSTextProvider. This provider
also puts the answers in the wrapper, which it reads out of the grammar file. Then,
it triggers the TTSProvider to read this text out. The counter, which is given as
parameter, helps keeping track of how often the speech recognition was started.
In the beginning, this counter is zero. If the method was called and there was no
parameter provided, it is also assumed as zero. After the TTSProvider finished its
output, startSpeechRecognition(counter) is called.

• startSpeechRecognition(counter: number)

To start the speech recognition, this methods first sets up the environment for the
speech recognition. This includes setting the language. Then, it triggers the recog-
nition. The speech recognition either returns an array of matches or an error. If
there were matches, the AnswerMatchingService is used to try and find a match-
ing answer. In case, no answer matches or there was an error, repeatSpeechRecog-
nition(counter) is called. Again, the counter is used to keep track of how often the
speech recognition was called.

• repeatSpeechRecogniton(counter: number)

In case the speech recognition did result in an error or the result could not be
matched to one of the answers, this method is called. The behavior depends on
the counter, which represents how often the speech recognition was used. Currently,
the behavior is as follows, depending of the state of the counter:

– 0: Speech recognition is simply restarted.

– 1: Answers will be read out again and speech recognition is restarted.

– 2: An output is generated to tell the user that she / he should use the GUI
instead of the VUI. The VUI then stops to try to use speech recognition until
the user selected an answer. In addition, the GUI highlights the answer buttons
to indicate that the user should use them to pick an answer.

Those values can be adjusted. It is important, that the VUI keeps track of how often
the speech recognition tried to understand the user. This prevents the VUI from
ending in an endless loop asking the user over and over again. Additionally, the
output can be adjusted this way.

The description of the methods above contains also the control flow, which the VUI
goes through. Figure 6.4 illustrates this control sequence and the calls of each method in
a clearer way. The VUI starts its work, when the player is done reading a chapter out.

The method readAnswersOut(int) is passed as a callback function to either the TTSProvider’s
speak function or the AudioProvider’s play function. readAnswersOut(int) creates a text
and reads it out. Then, it calls startSpeechRecognition(int). The result of this method can
be successful or not. If it is not, an error is returned. In this case, repeatSpeechRecogni-
tion(int) is called. If the result of startSpeechRecognition(int) was successful, the player tries
to match the result to one of the possible answers. This is done by calling the Answer-
MatchingProvider’s match(Answers[]) method. If it’s result is successful, the player loads
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the next chapter by calling the loadNodeFromAnswer(int) method. If there was no match
which means that the AnswerMatchingProvider either returned null or an error, then
repeatSpeechRecognition(int) is also called.

Depending on the parameter passed into repeatSpeechRecognition(int), it’s behavior is
different. After each decision of what to do next, it increments the counter. If the counter
is zero, it starts the speech recognition again, so that the user has the option to repeat
what was said earlier. In case the counter is one, which means the speech recognition
tried to recognize what the user was saying twice, the answers are read out again. This is
done, because the user apparently did not understand or forgot the answers. Reading the
answers out again acts as a help message for the user. It is most likely that the user simply
misunderstood the options at this point. If repeatSpeechRecognition(int) is called again and
the counter is two, it creates a help message which tells the user to skip to the GUI. This
is done, because after the user tried to say her / his decision for three times, it is not very
likely that the VUI will understand the user by the fourth time. Also, it is possible that
the user was not saying anything the whole time. In this case, not stopping at a particular
counter would let the VUI end up in an endless loop and keep telling the user to repeat
her / his decision.

Figure 6.4: Control flow of the VUI and the called methods

The player controls the core functionalities of the VUI. The reason why the player is in
charge of this, is because it also controls the GUI. As a result, it can provide an integrated
UX using both the GUI and the VUI.
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TTSTextProvider

The main purpose of this provider is to generate texts that are used by the VUI as output.
Listing 6.3 demonstrates how this provider works. It shows the method used to generate
the text when the VUI is reading the answers out.

1 public createAnswersText(answers: MtgaNextStoryNode []): string{

2 let text: string;

3
4 if (answers.length == 1){

5 // only one possible answer

6 console.log("There 's only one possible answer");

7 let i = this.generateRandomNumber(this.languageFileProvider.

preDefinedTexts.answers.single.length);

8 text = this.languageFileProvider.preDefinedTexts.answers.

single[i]. value;

9 } else {

10 // multiple possible answers

11 console.log("There are multiple possible answers");

12 let i = this.generateRandomNumber(this.languageFileProvider.

preDefinedTexts.answers.single.length);

13 text = this.languageFileProvider.preDefinedTexts.answers.

multiple[i]. value;

14 for (let i=0;i<answers.length;i++){

15 if (i != answers.length -1){

16 text = text + " " + answers[i].value;

17 if (i < answers.length -2){

18 text = text + ",";

19 }

20 } else {

21 let j = this.generateRandomNumber(this.

languageFileProvider.preDefinedTexts.linking.or.length

);

22 text = text + " " + this.languageFileProvider.

preDefinedTexts.linking.or[j]. value + " " + answers[i

]. value + "?";

23 }

24 }

25 }

Listing 6.3: Method to create the answer texts, used as output by the VUI

As can be seen in listing 6.3, the method call provides a parameter. This parameter
contains the possible answers that can be matched. If there is only one answer, the
TTSTextProvider requests a randomly chosen text from the LanguageFileProvider. It al-
ready knows that it has to look into answers.single. If there are multiple answers, the TTS-
TextProvider reads a random text from the LanguageFileProvider. This time, answers.multiple
is used. Then, the string is expanded with the possible answers. It is noticeable, that there
are different words for linking available. Here, a link meaning or is used. These linking
words are also part of the grammar.

LanguageFileProvider
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The LanguageFileProvider wraps the access to the JSON files which contain the gram-
mar. When this provider is first instantiated, it loads the default language file (currently
English). It basically only offers two methods.

The method loadLanguageFile(language) reads the JSON file containing the grammar for
the specified language. Then, it holds the read data for further access. The second method
is a getter to access the data. Other components accessing the data therefore must have
knowledge about the structure of the grammar files.

TTSProvider

The TTSProvider, which is part of the Ionic Native module Text To Speech offers two
important methods: speak(string | TTSOptions) and stop().

The speak(string | TTSOptions) method starts the speech output. If only a string is passed
as parameter, it tries to read it out using English. Using an options object, the output can
be customized. If an object is passed, the following options are available:

• text: contains the text, that should be read out.

• language: the language, that should be used for the output. This is especially impor-
tant for the intonation of the output.

• rate: defines a rate between zero and one. The rate describes the pace that the TTS
system uses to speak.

As can be guessed from the name, the stop() method stops the current output.
Both methods return promises. A promise is a return value for asynchronous execution.

Whenever a promise is returned, the application can register tasks that are performed
when the execution was successful. This is done by calling the then() function of a promise
and passing a function as a parameter. If the asynchronous execution of the promise was
successful, the passed function will be called. In case an error occurs, the function passed
to the catch() function of the promise is called.

SpeechRecognitionProvider

Similar to the TTSProvider, the SpeechRecognitionProvider is important from an Ionic
Native module. It offers a set of methods. Only a few of them are used by TaleTime’s VUI.
The following list gives an overview about them:

• startListening(options)

This method starts the speech recognition process. On Android, it stops itself when
the service noticed, that the user has stopped speaking. If iOS is used, there is another
method to stop the recognition manually. Since this thesis only concentrates on the
development of TaleTime for Android, this method is not considered.

Similar to the TTSProviders speak(int) method, this method also returns a promise. If
the recognition was successful, the result returned is an array of strings. The strings
are ordered by their confidence. However, the exact confidence value is not given.

Via the options object that can passed as parameter, a few adjustments for the recog-
nition can be made. These include the language through a language code, the num-
ber of matches, if the module should use a graphical popup when listening, the
caption for this popup and if partial results are allowed.
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• requestPermission()

In order to use the speech recognition service, the provider needs to access the
devices microphone. Most operating systems require the user to approve an appli-
cation accessing the microphone. This methods brings up a dialog and asks for the
user’s permission to use the microphone.

• hasPermission()

This method checks if the user already has given the permission to use the micro-
phone. TaleTime uses this method to make sure, the user does not have to give the
permission more than once.

Internally, this plugin uses Android’s speech recognition API [2].

AnswerMatchingProvider

The AnswerMatchingProvider is the core of the VUI. It matches the results of the speech
recognition to one of the answers that are possible for the user to answer for this chapter.

To do so, this provider offers one important method, which will be explained in the
following text. This function is called match(string[], MtgaNextStoryNode[]). It has two pa-
rameters. The first is the array of strings that contains the result of the speech recognition.
The second parameter is the current node of the story. It holds the information about the
current chapter and the possible answers. The method either returns another node, which
can then be loaded by the player, or null. If null is returned, no match was found.

1 public match(result: string[], answers: MtgaNextStoryNode []):

MtgaNextStoryNode | string | null {

2
3 if (answers.length != 1){

4 // find exact math considering the hierarchy

5 for (let i = 0; i < result.length; i++) {

6 for (let answer of answers) {

7 if (AnswerMatchingProvider.checkContent(answer.value ,

result[i])) {

8 console.log(answer.value + " matched to answer");

9 return answer;

10 }

11 }

12 }

13 } else {

14 // only one answer possible, system asks if user wants to continue

15 // therefore check if user agrees

16 for (let i = 0; i < result.length; i++) {

17 for(let a of this.languageFileProvider.preDefinedTexts.

agree){

18 if (AnswerMatchingProvider.checkContent(a.value , result

[i])) {

19 console.log(a.value + " matched to answer");

20 return answers [0]; // it is only one possible here

21 }

22 }

23 }

24 }

25
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26 // nothing found so far, check for numbers

27 for (let i = 0; i < result.length; i++) {

28 for(let e of this.languageFileProvider.preDefinedTexts.enum){

29 if (AnswerMatchingProvider.checkContent(e.value , result[i

])) {

30 return answers[e.index -1]

31 }

32 }

33 }

34
35 // navigate backwards

36 for (let i = 0; i < result.length; i++) {

37 for (let e of this.languageFileProvider.preDefinedTexts.

backwards) {

38 if (AnswerMatchingProvider.checkContent(e.value , result[i

])) {

39 return ANSWER_CHAPTER_BACKWARDS;

40 }

41 }

42 }

43
44 // repeat current chapter

45 for (let i = 0; i < result.length; i++) {

46 for (let e of this.languageFileProvider.preDefinedTexts.

repeatChapter) {

47 if (AnswerMatchingProvider.checkContent(e.value , result[i

])) {

48 return ANSWER_CHAPTER_REPEAT;

49 }

50 }

51 }

52
53 // does not matter

54 for (let i = 0; i < result.length; i++) {

55 for (let e of this.languageFileProvider.preDefinedTexts.

doNotCare) {

56 if (AnswerMatchingProvider.checkContent(e.value , result[i

])) {

57 return answers[AnswerMatchingProvider.

createRandomNumber(answers.length)];

58 }

59 }

60 }

61
62 return null;

63 }

Listing 6.4: The method used for matching

Listing 6.4 shows the algorithm which is used by the provider to match the answers.
This algorithm tries to match the exact wording first. That means, that each possible result
of the speech recognition is compared against the list of possible answers. Therefore, it
considers the order of the results from the speech recognition. If the provider finds a
match, it returns the node. If not, it goes on.

The next attempt to match answers is to compare, if one of the results is contained in
one of the answers. This means, the result could be a substring of one of the answers.
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Similar to the first attempt, the provider keeps track of the order and tries to match each
result to one of the answers. Again, if an answer is found, it returns the corresponding
node. If not, it goes on with the next matching strategy.

This strategy tries to read other information. Currently, the providers tries to find out
if the user is talking about a particular index. If the user is talking about a number, then
it checks if the numbers meaning could be the index of the answer. If this is the case, the
provider returns it. The next attempt tries to match the answer to a navigation command.
It is possible, that the user wants to repeat the chapter or navigate backwards. If the answer
still is not matched, there is one more thing that can possibly be matched by the VUI. It
tries to find out, if the user does not care on how to go on. If this is the case, the provider
randomly picks one of the answers. If not, it attempts that it is not possible to match the
result to an answer. It then returns null.

With this strategy, most of the answers can be matched. In fact, during a test with the
whole story, 15 out of 17 tries were matched successfully. There were 15 nodes, the user
tried to answer one question two times. Therefore, there were 17 tries. Overall, this is a
result of 88% during a normal test run.

6.4.4 Open problems

There are currently some problems that are still open and cannot be solved in this thesis.
The following list gives an overview about those problems. Some of them occurred during
development, some during the design phase.

• MP3 files contain answers

As already mentioned earlier, some of the MP3 files, which were professionally
recorded, already contain the answers. This means, that the reader not only read out
the chapter itself, but also the possible answers. The VUI can currently not know, if
the MP3 file contains the answers or not. As a result, it is possible that the answers
are read out twice. First, the reader reads them out when the application plays the
audio file. Then, the VUI reads the answers out for a second time. Fortunately, it is
clear for each reader, if the answers are part of the audio file or not. In other words,
differences do not exist between different files recorded by the same reader.

A workaround used for this thesis is to store the data in the story file. There is now
a marker in the story file for each reader, indicating if the answers are part of the
audio file or not.

Future versions should aim to solve this problem by dividing the audio files. For
each chapter, there should be at least two audio files. The first contains the audio
of the chapter itself. The second contains the audio of the answers. Another option
would be to also provide a single audio file per answer. Most important is, that this
procedure is done consistently.

• High data usage of TTSProvider

Unfortunately, the TTSProvider currently consumes much data. Especially, if whole
texts are read out, this is the case. The previous group working on this project
solved this problem with prerecorded audio files created by the TTS software. This
cannot be done for the answers that are read out by the VUI, because these texts
are dynamically generated. However, if TTS is only used to read the answers out,
the usage is not too high. Also, this can be solved by providing audio files for the
snippets that are contained in the grammar JSON files.
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Most of the problems above also contain suggestions to solve them in their description.
However, the solution requires more work than affordable in this thesis. As a result,
solving the problems can be part of future projects working on TaleTime.

6.5 Summary

As shown in the previous sections of this chapter, the development of the VUI for TaleTime
started with the prototype that was already existing. This prototype was responsible for
the tasks that were planned.

However, since the project group, which was also working on this project, decided to
move the project to the current version of the Ionic platform, all of the existing code had
to be rewritten. This lead to an organizational problem, because it would not have made
sense to develop the VUI based on the older platform and also migrate it to the new
version. Instead, this thesis includes support for the migration to the current version of
Ionic or Angular, respectively. All of the tasks regarding the VUI were then based on the
migrated prototype. This is also the code basis, the project group was working with for
any further development.

The development of the VUI is completely done in TypeScript. For input and output,
plugins provided by the Ionic framework were used. The design of the VUI is based on
the theory described in previous chapters. It is designed to be as easy to use as possible,
which particular care of the wording. Because one of the main target groups of TaleTime
is young children, it is important that the wording is easy enough so they can understand
it.

As a fallback, the VUI uses the GUI. Whenever it gets stuck, it stops keep asking the
user for more voice interaction. Instead, it tells the user to use the GUI.

There are still a few open problems described in this section. These problems can be
solved in future projects. They are described in section 6.4.4. Additionally, some of these
descriptions already contain suggestions on how to solve these problems. However, most
of these solutions require more work to be done than possible in this thesis.
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As this thesis has shown, the development of VUIs is a complex process. However, it is
important for today’s IT systems and will gain more importance in the future, as system
will evolve and become more mature. People already started using personal assistants.
Once their more used to the interaction via voice, they will automatically increase the
usage. In addition, more and more devices will be connected to each other. As a result, it
will be possible to control many more devices via voice. This is also possible, if the devices
themselves do not have their own microphones and / or speakers. Through personal
assistants, many more functionalities will be able to use voice as an input.

As a result, the user experience will change. Users are able to use applications more
intuitively with VUIs. They simplify the usage because users do not have to learn how
to interact with complex menus. Furthermore, user can use their own words to describe
the function they want to use. In addition, the hands-free usage of VUIs give them a
big advantage in certain situations such as driving a car. Overall, VUIs increase the user
experience by far.

Especially in combination with other UIs, VUIs can be used in almost every use case.
Such multimodal applications can make sure that the VUI is only available, when it is
actually useful. Multimodal applications help to use the strengths of each UI and avoid
their weaknesses in the same time.

Furthermore, multimodal design helps to lower cognitive load. Particularly when us-
ing VUIs, the cognitive load is naturally higher. Because VUIs read information out, the
information is volatile. Therefore, it is required for the user to keep everything in mind.
VUIs also only support a sequential output. As a result, users have no possibility to see
what an earlier output was. This enormous weakness can be covered by using a screen.
The multimodality helps the user to remember items used beforehand. In addition, VUIs
cannot be used to display some kind of data. Maps and images for example cannot be
displayed using a VUI very well. Instead, screens are more useful. However, in some cases
VUIs are the best choice. The best UI always depends on the data.

All in all, VUIs must be built with a high quality so users accept them. If the recognition
or the matching is implemented poorly, users get annoyed very quickly. To prevent this,
designers need to follow a few rules in their dialog design.

These rules include the structure of dialogs. They should always be clear and straight-
forward. Options need to be pointed out clearly. Disambiguation should kept low. Analo-
gous, question should be clear as well. The usage of rhetoric questions should generally
be avoided. Questions also should be placed at the end of a sentence because users tend to
answer them directly. When placed in the middle of a sentence, the user would interrupt
the output. In general, users remember best what is placed in the end of the output.

Developers can also make use of checksums whenever possible to validate the accuracy
and the VUIs quality. This is all part of the high level dialog design.

In contrast, the process of detailed dialog design takes care of the exact wording. De-
signers make sure, that everything sounds good and that the brands image is kept. Addi-
tionally, it should be made sure that the user can get enough help whenever needed and
that the error handling catches all possible errors.

From a technical perspective, VUIs consist of the speech recognition, NLU, the DM and
the speech synthesis. Speech recognition and speech synthesis heavily rely on HMMs
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today. The DM is the heart of a VUI, because it keeps track of everything that was said
and connects this data to create the dialog from the VUIs perspective.

This thesis includes the implementation of a VUI in an existing application. TaleTime,
the application that is developed in this thesis, is used to explore interactive fiction. Be-
cause the output of this application is audio, it makes sense to use audio for the input as
well. As a result, there is no break between the modalities. The dialogs in this VUI are cre-
ated following the thoughts expressed in this thesis. It allows the user to navigate through
an application completely based on voice. The implementation is based on Ionic and uses
Androids internal speech recognition API. It then matches the answers and returns text
to the output system.

This thesis gave an overview over the development procedures used when developing
VUIs. They are explained using a practical example and can be used in small and larger
projects. Following the guidelines in this thesis helps to create a VUI with the highest
quality possible. For more interested readers, there are many citations that lead to more
detailed sources.
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HCI Human Computer Interaction

HMM Hidden Markov Model

HTML Hypertext MArkup Language

IT Information Technology

LVCSR Large Vocabulary Continuous Speech Recognition

MLSA Mel Log Spectrum Approximation

NLU Natural Language Understanding

NLP Natural Language Processing

NSP No Speech Timeout

PP Primary Property

PRS Procedural Reasoning System

REST Representational State Transfer

SPA Single Page Application

SASS Syntactically Awesome Style Sheets
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Listings

SDK Software Development Kit

SP Secondary Property

SRA System Requirements Analysis

TCU Turn Constructional Units

TMS Too Much Speed

TTS Text To Speech

UCD User Centered Design

UI User Interface

UX User Experience

VUI Voice User Interface

XML Extended Markup Language
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Trademarks

The following list gives an overview about all trademarks used in this thesis.
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Amazon Echo™

Amazon Alexa™

Android™
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Apple™

Apple iOS™

Apple Siri™

Facebook™

Google™

Google Allo™

Google Assistant™

Google Books N-Gram Viewer™

Google Nexus™

IBM™
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Microsoft™

Microsoft Azure™

Microsoft Bing™

Microsoft Cortana™

Nuance™

Nuance Mix™

O’ Reilly™

Sass©
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Telegram™

Twine™

WeChat©

Wit.ai©
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A package.json of the TaleTime project

The package.json contains all dependencies used in the TaleTime application. Additionally,
all versions are listed.

1 {

2 "name": "TaleTime",

3 "version": "1.0.0",

4 "author": "htw Saar",

5 "homepage": "https://www.htwsaar.de/",

6 "private": true,

7 "scripts": {

8 "clean": "ionic -app -scripts clean",

9 "build": "ionic -app -scripts build",

10 "lint": "ionic -app -scripts lint",

11 "ionic:serve": "ionic -app -scripts serve",

12 "ionic:run -ad": "ionic cordova run android --device"

13 },

14 "dependencies": {

15 "@angular/common": "4.1.0",

16 "@angular/compiler": "4.1.0",

17 "@angular/compiler -cli": "4.1.0",

18 "@angular/core": "4.1.0",

19 "@angular/forms": "4.1.0",

20 "@angular/http": "4.1.0",

21 "@angular/platform -browser": "4.1.0",

22 "@angular/platform -browser -dynamic": "4.1.0",

23 "@ionic -native/core": "3.7.0",

24 "@ionic -native/file": "^3.12.1",

25 "@ionic -native/globalization": "^4.1.0",

26 "@ionic -native/native -audio": "^3.14.0",

27 "@ionic -native/speech -recognition": "^4.1.0",

28 "@ionic -native/splash -screen": "3.7.0",

29 "@ionic -native/status -bar": "3.7.0",

30 "@ionic -native/text -to-speech": "^4.1.0",

31 "@ionic/storage": "2.0.1",

32 "cordova -android": "^6.2.2",

33 "cordova -plugin -android -permissions": "^1.0.0",

34 "cordova -plugin -compat": "^1.0.0",

35 "cordova -plugin -console": "^1.0.7",

36 "cordova -plugin -device": "^1.1.6",

37 "cordova -plugin -file": "^4.3.3",

38 "cordova -plugin -globalization": "^1.0.7",

39 "cordova -plugin -nativeaudio": "^3.0.9",

40 "cordova -plugin -speechrecognition": "^1.1.2",

41 "cordova -plugin -splashscreen": "^4.0.3",
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A package.json of the TaleTime project

42 "cordova -plugin -statusbar": "^2.2.3",

43 "cordova -plugin -tts": "^0.2.3",

44 "cordova -plugin -whitelist": "^1.3.2",

45 "inquirer": "^3.2.1",

46 "ionic -angular": "3.2.0",

47 "ionic -plugin -keyboard": "^2.2.1",

48 "ionicons": "3.0.0",

49 "ng2-translate": "^5.0.0",

50 "rxjs": "5.1.1",

51 "sw-toolbox": "3.6.0",

52 "ts-data.stack": "^1.0.6",

53 "zone.js": "0.8.10"

54 },

55 "devDependencies": {

56 "@ionic/app -scripts": "1.3.7",

57 "@ionic/cli -utils": "^1.7.0",

58 "ionic": "3.10.1",

59 "typescript": "2.2.1"

60 },

61 "cordovaPlugins": [

62 "cordova -plugin -whitelist",

63 "cordova -plugin -statusbar",

64 "cordova -plugin -device",

65 "cordova -plugin -console",

66 "ionic -plugin -keyboard",

67 "cordova -plugin -splashscreen"

68 ],

69 "cordovaPlatforms": [],

70 "description": "TaleTime: A project of htw Saar",

71 "cordova": {

72 "plugins": {

73 "cordova -plugin -console": {},

74 "cordova -plugin -device": {},

75 "cordova -plugin -splashscreen": {},

76 "cordova -plugin -statusbar": {},

77 "cordova -plugin -whitelist": {},

78 "ionic -plugin -keyboard": {},

79 "cordova -plugin -file": {},

80 "cordova -plugin -nativeaudio": {},

81 "cordova -plugin -android -permissions": {},

82 "cordova -plugin -globalization": {},

83 "cordova -plugin -tts": {},

84 "cordova -plugin -speechrecognition": {}

85 },

86 "platforms": [

87 "android"

88 ]

89 }

90 }

Listing A.1: The package.json file of the TaleTime project
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B English grammar file for the TaleTime VUI

1 {

2 "answers": {

3 "multiple": [

4 {

5 "id": 0,

6 "value": "How do you want the story to continue: "

7 },

8 {

9 "id": 1,

10 "value": "How would you like to continue: "

11 },

12 {

13 "id": 2,

14 "value": "You have the choice: "

15 }

16 ],

17 "single": [

18 {

19 "id": 0,

20 "value": "Do you want to continue ?"

21 },

22 {

23 "id": 1,

24 "value": "Continue ?"

25 }

26 ],

27 "help": [

28 {

29 "id": 0,

30 "value": "Tap a button on the screen to continue"

31 }

32 ]

33 },

34 "linking": {

35 "or": [

36 {

37 "id": 0,

38 "value": "or"

39 }

40 ],

41 "and": [

42 {

43 "id": 0,
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44 "value": "and"

45 }

46 ]

47 },

48 "repeat": [

49 {

50 "id": 0,

51 "value": "There was no match. Please say that again."

52 },

53 {

54 "id": 1,

55 "value": "Please say that again."

56 },

57 {

58 "id": 2,

59 "value": "Oops. Please say that again."

60 }

61 ],

62 "agree": [

63 {

64 "id": 0,

65 "value": "Yes"

66 },

67 {

68 "id": 1,

69 "value": "Okay"

70 },

71 {

72 "id": 2,

73 "value": "Yep"

74 }

75 ],

76 "decline": [

77 {

78 "id": 0,

79 "value": "No"

80 }

81 ],

82 "enum": [

83 {

84 "id": 0,

85 "value": "first",

86 "index": 1

87 },

88 {

89 "id": 1,

90 "value": "second",

91 "index": 2

92 },

93 {
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94 "id": 2,

95 "value": "third",

96 "index": 3

97 }

98 ],

99 "backwards": [

100 {

101 "id": 0,

102 "value": "back"

103 },

104 {

105 "id": 1,

106 "value": "previous"

107 },

108 {

109 "id": 2,

110 "value": "last"

111 }

112 ],

113 "repeatChapter": [

114 {

115 "id": 0,

116 "value": "repeat"

117 },

118 {

119 "id": 1,

120 "value": "play again"

121 },

122 {

123 "id": 2,

124 "value": "start over"

125 }

126 ],

127 "doNotCare": [

128 {

129 "id": 0,

130 "value": "next"

131 },

132 {

133 "id": 1,

134 "value": "skip"

135 },

136 {

137 "id": 2,

138 "value": "move on"

139 },

140 {

141 "id": 3,

142 "value": "don 't care"

143 },
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B English grammar file for the TaleTime VUI

144 {

145 "id": 4,

146 "value": "continue"

147 }

148 ]

149 }

Listing B.1: The English grammar file of the TaleTime project
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C Results of Google Speech API as JSON

Listing C.1 shows the result of sample 1 which was professionally recorded. The original
text was How old is the Brooklyn Bridge?

1 {

2 "results": [

3 {

4 "alternatives": [

5 {

6 "transcript": "how old is the Brooklyn Bridge",

7 "confidence": 0.987629

8 }

9 ]

10 }

11 ]

12 }

Listing C.1: The result of the Google Speech API for sample 1

Listing C.2 shows the result of sample 2. The quality of this example is worse than the
one of sample 1. The original text was The quick brown fox jumps over the lazy dog.

1 {

2 "results": [

3 {

4 "alternatives": [

5 {

6 "transcript": "the quick brown fox jumped over the

lazy dog",

7 "confidence": 0.97975445

8 }

9 ]

10 }

11 ]

12 }

Listing C.2: The result of the Google Speech API for sample 2
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D Results of Microsoft’s Speech API as
JSON

Listing D.1 shows the result of sample 1 which was professionally recorded. The original
text was How old is the Brooklyn Bridge?. In this result, the format option simple was used.

1 {

2 "RecognitionStatus": "Success",

3 "DisplayText": "How old is the Brooklyn bridge ?",

4 "Offset": 1100000,

5 "Duration": 16700000

6 }

Listing D.1: The simple result of Microsoft’s Speech API for sample 1

Listing D.2 shows the result of sample 1 which. Here, the format option detailed was
used.

1 {

2 "RecognitionStatus": "Success",

3 "Offset": 1100000,

4 "Duration": 16700000,

5 "NBest": [{

6 "Confidence": 0.95739913,

7 "Lexical": "how old is the brooklyn bridge",

8 "ITN": "how old is the Brooklyn bridge",

9 "MaskedITN": "how old is the Brooklyn bridge",

10 "Display": "How old is the Brooklyn bridge ?"

11 }]

12 }

Listing D.2: The detailed result of Microsoft’s Speech API for sample 1

Listing D.4 shows the result of sample 2. The quality of this example is worse than the
one of sample 1. The original text was The quick brown fox jumps over the lazy dog. In this
result, the format option simple was used.

1 {

2 "RecognitionStatus": "Success",

3 "DisplayText": "Brown Fox jumps over.",

4 "Offset": 13700000,

5 "Duration": 18900000

6 }

Listing D.3: The simple result of Microsoft’s Speech API for sample 2

Listing D.4 shows the result of sample 1 which. Here, the format option detailed was
used.
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D Results of Microsoft’s Speech API as JSON

1 {

2 "RecognitionStatus": "Success",

3 "Offset": 13700000,

4 "Duration": 18900000,

5 "NBest": [{

6 "Confidence": 0.8211723,

7 "Lexical": "brown fox jumps over",

8 "ITN": "Brown Fox jumps over",

9 "MaskedITN": "Brown Fox jumps over",

10 "Display": "Brown Fox jumps over."

11 }, {

12 "Confidence": 0.8211723,

13 "Lexical": "brown fox jumps",

14 "ITN": "Brown Fox jumps",

15 "MaskedITN": "Brown Fox jumps",

16 "Display": "Brown Fox jumps."

17 }, {

18 "Confidence": 0.7018736,

19 "Lexical": "call brown fox jumps over",

20 "ITN": "call Brown Fox jumps over",

21 "MaskedITN": "call Brown Fox jumps over",

22 "Display": "Call Brown Fox jumps over."

23 }, {

24 "Confidence": 0.7018736,

25 "Lexical": "call brown fox jumps",

26 "ITN": "call Brown Fox jumps",

27 "MaskedITN": "call Brown Fox jumps",

28 "Display": "Call Brown Fox jumps."

29 }, {

30 "Confidence": 0.7018736,

31 "Lexical": "brown fox jumps over the lazy",

32 "ITN": "Brown Fox jumps over the lazy",

33 "MaskedITN": "Brown Fox jumps over the lazy",

34 "Display": "Brown Fox jumps over the lazy."

35 }]

36 }

Listing D.4: The detailed result of Microsoft’s Speech API for sample 2
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